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ABSTRAK

Perkembangan teknologi digital mempermudah
komunikasi, namun sekaligus meningkatkan risiko
penipuan digital. Getcontact hadir untuk membantu
pengguna mengidentifikasi dan memblokir panggilan
spam. Penelitian ini menganalisis sentimen pengguna
terhadap Getcontact berdasarkan 2.000 ulasan di Google
Playstore dengan algoritma Naive Bayes dan Random
Forest. Ulasan dikumpulkan melalui web scraping, lalu
menjalani preprocessing (cleaning, tokenizing, stopword
removal, stemming). Fitur teks diekstraksi menggunakan
TF-IDF, dan Kketidakseimbangan kelas diatasi dengan
SMOTE. Data kemudian dibagi menjadi set latih dan uji
untuk mengevaluasi performa kedua model.

Hasil evaluasi menunjukkan bahwa Naive Bayes
mencapai akurasi 87,4%, presisi 88,9%, recall 87,4%, dan
F1-score 87,5%. Sedangkan Random Forest memperoleh
akurasi 89,6%, presisi 91,2%, recall 89,6%, dan F1-score
89,7%. Berdasarkan metrik tersebut, Random Forest lebih
unggul dalam mengklasifikasikan sentimen ulasan ke
dalam tiga kategori (negatif, netral, positif). Temuan ini
diharapkan membantu pengembang memahami persepsi
pengguna dan meningkatkan kualitas layanan Getcontact.

Kata Kunci: Analisis Sentimen, Getcontact, Multinomial

Naive Bayes, Random Forest, Google Playstore.
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BAB 1
PENDAHULUAN

A. Latar Belakang

Semua aspek kehidupan manusia dipermudah oleh
teknologi informasi dan komunikasi. Dengan teknologi
saat ini, komunikasi menjadi sangat cepat sehingga
seolah-olah tanpa jarak. Media online, khususnya
aplikasi  komunikasi, memungkinkan pengguna
berkomunikasi jarak jauh dengan menggunakan
internet. Namun, WhatsApp tidak dapat mengetahui
apakah orang yang berkomunikasi dengannya adalah
orang yang aman atau penipuan.

Penipuan digital adalah jenis kejahatan yang
meningkat pesat di Indonesia seiring dengan digitalisasi.
Penelitian ini menunjukkan bahwa masyarakat sangat
rentan terhadap penipuan digital; 98,3% dari 1.671
responden pernah menerima pesan penipuan digital,
baik satu maupun lebih. Penipuan berkedok hadiah
(91,2%), pinjaman ilegal (74,8%), pengiriman
tautan/link yang mengandung virus atau malware
(65,2%), penipuan berkedok krisis keluarga (59,8%),

dan investasi ilegal (56,8%) adalah modus pesan



penipuan yang paling sering mereka terima. Jaringan
seluler (SMS atau telepon) adalah cara komunikasi yang
paling banyak digunakan dalam penipuan (64,1%). Ini
karena mudah, murah, dan merupakan fitur utama
telepon, sehingga memiliki jangkauannya yang luas.
Media sosial (12,3%), aplikasi chat (9,1%), situs web
(8,9%), dan email (3,8%) adalah media terbanyak
selanjutnya (Kurnia -Rahayu -Engelbertus et al. n.d.).

Menurut Getcontact.com, Get Contact adalah aplikasi
"Penyekat Spam" dan "Maklumat Pemanggil® untuk
pengguna. Pengguna hanya dapat berkomunikasi
dengan orang yang mereka pilih melalui Get Contact,
yang menghilangkan panggilan yang mengganggu.
Pengguna dapat membedakan panggilan yang diterima
dari nomor-nomor yang tidak didaftarkan dalam
Kenalan. Jutaan orang di seluruh dunia menggunakan
aplikasi Get Contact, terutama di Indonesia. Di playstore,
lebih dari 2 juta pengguna telah memberikan ulasan
untuk Get Contact.

Aplikasi seperti Get Contact, yang berfungsi untuk
melindungi pengguna dari panggilan atau pesan
penipuan, secara tidak langsung mencerminkan ajaran

Islam untuk menjauhkan diri dari tipu daya. Adapun ayat



yang menerangkannya, terdapat pada Q.S An-Nahl: 94
yang berbunyi:

2551 5835 s 56 e B8 )8 A& & YA L 135 Y

ke G 2055 4 Jik (e Sha by

Artinya: “Dan janganlah kamu jadikan sumpah-

sumpahmu sebagai alat penipu di antaramu, yang

menyebabkan kaki(mu) tergelincir setelah tegaknya

(kukuh), dan kamu akan merasakan keburukan (di

dunia) karena kamu menghalangi (manusia) dari

jalan Allah, dan kamu akan mandapat azab yang
besar.”

Dalam ayat diatas, mengandung pesan moral yang
sangat berkaitan dengan kasus penipuan digital. Ayat-
ayat ini memberikan pengingat penting untuk
menghindari merusak orang lain dengan penipuan,
mempertahankan kepercayaan orang lain, dan
menghindari keburukan bagi diri sendiri dan
masyarakat.

Dalam penelitian ini, aplikasi Get Contact
menunjukkan tingkat kenyamanan yang rendah. Tingkat
kepuasan pengguna dipengaruhi oleh masalah
kenyamanan pengguna, yang dipengaruhi oleh
pengalaman pengguna. Memiliki hak untuk menentukan
tingkat kepuasan pelanggan adalah prinsip membangun
pengalaman pengguna (aturan pelanggan). Jika target

audiens tidak memiliki kepuasan, aturan, dan

3



kenyamanan dalam berinteraksi dengan produk, sistem,
atau layanan apa pun, tingkat pengalaman pengguna
akan sangat berkurang.

Lebih dari seratus juta unduhan telah diunduh
untuk Getcontact di playstore. Karena aplikasi Getcontact
sangat populer, penelitian ini akan memeriksanya.
Analisis sentimen adalah bidang yang menganalisis
perasaan dan emosi orang terhadap sesuatu. Analisis
ulasan pengguna di Google Playstore diperlukan untuk
menilai umpan balik pengguna terhadap layanan
Getcontact (Figueroa et al. 2019).

Sebagai salah satu pendekatan yang relevan dalam
analisis sentimen terhadap ulasan pengguna aplikasi
Getcontact, dengan menggunakan metode Klasifikasi
probabilitas sederhana seperti Naive Bayes dan Random
Forest. Metode Naive Bayes memiliki fungsi untuk
menghitung  sekumpulan  kemungkinan dengan
menjumlahkan frekuensi dan kombinasi nilai dari
kumpulan data yang diberikan (Kawani Gigih Putra
2019). Sedangkan  metode  Random  Forest,
penggabungan hasil dari beberapa pohon keputusan
untuk menghasilkan klasifikasi yang lebih akurat dan

stabil.



Algoritma Naive Bayes dan Random Forest masing-
masing memiliki keunggulan dan keterbatasan. Tujuan
penelitian ini adalah untuk membandingkan kinerja
kedua algoritma tersebut dalam klasifikasi sentimen
ulasan untuk aplikasi Getcontact yang tersedia di Google
Playstore. Python dipilih karena implementasinya yang
mudah dan dukungannya terhadap proses text mining,
yang mencakup tahap preprocessing hingga
pengelompokan sentimen (Tanggraeni and Sitokdana
2022). Ulasan dikategorikan ke dalam kategori sentimen
positif, negatif, dan netral untuk melakukan Kklasifikasi

(Aditiya, Enri, and Maulana 2022).

. Identifikasi Masalah

Berdasarkan latar belakang yang telah diuraikan,
penulis menemukan bahwa analisis sentimen perlu
dilakukan terhadap ulasan pengguna aplikasi Getcontact
di Google Playstore. Tujuan dari analisis ini adalah untuk
mengetahui bagaimana pengguna melihat aplikasi
tersebut dan menemukan aspek mana yang perlu
diperbaiki atau dikembangkan.

Rumusan Masalah

Berdasarkan uraian dari latar belakang tersebut,

maka pokok dari rumusan masalah pada penelitian ini

adalah sebagai berikut:



1. Bagaimana implementasi algoritma Naive Bayes
dan Random Forest digunakan dalam analisis
sentimen pengguna aplikasi Getcontact di Google
Play store?

2. Bagaimana perbandingan performa algoritma
Naive Bayes dan Random Forest dalam analisis
sentimen terhadap aplikasi Getcontact di Google

Play store?

D. Tujuan Penelitian
Berdasarkan rumusan masalah telah diberikan,
maka tujuan penelitian ini adalah sebagai berikut :

1. Menerapkan algoritma Naive Bayes dan Random
Forest untuk menganalisis sentimen pengguna
aplikasi Getcontact di Google Playstore.

2. Membandingkan performa yang dihasilkan oleh
metode Naive Bayes dan Random Forest dalam
mengkalisifikasi ulasan pengguna Getcontact
kedalam sentimen positif, negatif, dan netral.

E. Batasan Penelitian
Peneliti menetapkan sejumlah batasan masalah
yang diperlukan agar penelitian dapat dilakukan secara
terarah dan objektif. Batasan-batasan ini adalah sebagai

berikut:



1. Datayang dikumpulkan berasal dari komentar atau
ulasan pengguna pada aplikasi Getcontact yang
berasal dari Google Play store.

2. Metode Naive Bayes dan Random Forest digunakan
untuk mengklasifikasikan hasil analisis sentimen
ini.

3. Ulasan pengguna tentang aplikasi Getcontact akan
dikategorikan menjadi tiga jenis sentimen yaitu
sentimen positif, negatif, dan netral.

4. Penelitian ini menggunakan data berupa 2.000
ulasan pengguna yang diambil dari aplikasi
Getcontact.

5. Bahasa pemrograman python dan software google
colab digunakan dalam penelitian ini.

6. Data ulasan pengguna aplikasi Getcontact di Google
Playstore dikumpulkan dalam rentang waktu 31
Desember 2024 - 19 Januari 2025.

F. Manfaat Penelitian
Adapun beberapa manfaat dari penelitian ini, yaitu
berdasarkan manfaat secara teoritis dan manfaat secara
praktis:

1. Manfaat Teoritis:

a. Melalui analisis ulasan yang dikategorikan

menjadi positif, negatif, dan netral, kami dapat
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membantu pihak perusahaan memahami
persepsi  pengguna terhadap  aplikasi
Getcontact.

Hasil analisis sentimen dapat digunakan
sebagai referensi untuk mempertahankan
kualitas, memperbaiki kesalahan, dan menilai

pengembangan ke arah yang lebih baik.

2. Manfaat Praktis:

a.

Mengkategorikan ulasan di aplikasi Getcontact
ke dalam kategori negatif, positif, atau netral.
mengevaluasi kinerja metode Random Forest
dan Naive Bayes untuk mengkategorikan
ulasan pada aplikasi Getcontact yang tersedia
di Google Playstore.

Penelitian tentang analisis sentimen dapat
digunakan sebagai referensi untuk penelitian

lain yang berkaitan dengan subjek ini.



BABII
LANDASAN PUSTAKA

A. Konsep dan Penggunaan Analisis Sentimen

Analisis sentimen adalah teknik yang digunakan
untuk mengekstrak data opini dan memahami serta
mengolah tekstual data secara otomatis untuk
mengidentifikasi sentimen yang melekat pada sebuah
opini (Sari and Wibowo 2019). Analisis yang dilakukan
terhadap data teks dari berbagai sudut pandang untuk
mengidentifikasi pendapat positif atau negatif dari
sejumlah besar teks dengan konteks yang beragam
(Purba and Rizki Padya 2023).

Lima langkah utama biasanya terlibat dalam
analisis sentimen: crawling data, pre-processing, feature
selection, classification, dan evaluation. Tujuan dari
proses ini adalah untuk mengubah data yang tidak
terorganisir menjadi data yang terorganisir dengan baik.
Analisis sentimen memiliki banyak manfaat, yaitu dapat
digunakan untuk menilai dan memberi inspirasi di
berbagai bidang. Karena popularitas dan manfaat
analisis sentimen, penulisan dan penggunaan berbasis
analisis sentimen meningkat pesat (Purba and Rizki

Padya 2023



Analisis sentimen digunakan dalam banyak
bidang, seperti pemasaran, penelitian konsumen, politik,
dan  kesehatan.  Misalnya, perusahaan dapat
memanfaatkan analisis ini untuk mengetahui bagaimana
konsumen melihat produk atau layanan mereka, dan di
sektor publik, analisis ini dapat membantu memahami
pendapat masyarakat tentang kebijakan tertentu.
Tujuan analisis sentimen berguna untuk menentukan
opini atau komentar karena memiliki kecenderungan
negatif atau positif. Ini dapat digunakan sebagai
referensi untuk meningkatkan layanan atau kualitas

produk (Suryono, Emha, and Luthfi 2020).

. Google Playstore sebagai Sumber Data

Google Playstore adalah platform untuk konten
digital yang memungkinkan pengguna smartphone
Android mengunduh aplikasi dan produk digital lainnya.
Selain itu, Google Playstore adalah salah satu platform
aplikasi android terpopuler dan terbesar, dan
memungkinkan pengguna menilai aplikasi dan
memberikan ulasan mereka (Riansyah Ramadhan and
Agus Sugianto 2024).

Ulasan pengguna sering mengandung informasi
penting seperti laporan bug dan permintaan fitur yang

dapat digunakan pengembang untuk meningkatkan dan
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mempertahankan aplikasi game, film, e-book, dan
lainnya, baik yang berbayar maupun gratis (Braja and
Kodar 2023). Singkatnya, Google Playstore berfungsi
sebagai platform yang membantu pengembang aplikasi
berhubungan dengan pengguna perangkat Android

secara tidak langsung.

Gambaran Umum Getcontact

Getcontact saat ini menjadi salah satu program
komunikasi terpopuler di Indonesia. Sebagai platform
yang inovatif, Getcontact bertujuan untuk membuat
proses pengendalian pesan telepon menjadi lebih
mudah bagi pengguna. Dengan fitur identifikasi,
pengguna dapat dengan mudah mengetahui siapa yang
sedang menelepon mereka bahkan jika nomor tersebut
tidak terdaftar dalam daftar kontak. Ini membantu
mengurangi kebingungan dan meningkatkan
kepercayaan diri dalam menerima panggilan, terutama
dari nomor yang tidak dikenal.

Inilah mengapa Getcontact semakin populer di
antara pengguna yang mengutamakan kemudahan dan
keamanan dalam berkomunikasi. Aplikasi Getcontact
telah diunduh lebih dari 100 juta kali, menunjukkan
betapa populernya di kalangan pengguna. Dengan rating

rata-rata 3,7, aplikasi ini berada di kategori yang cukup
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tinggi dibandingkan aplikasi sejenisnya. Selain itu, ada
lebih dari 3,6 juta ulasan yang tersedia di Google
Playstore, menjadikannya sumber data yang sangat
berharga untuk mempelajari persepsi dan perasaan

pengguna terhadap aplikasi.

' Google Play ~Game  Apiksi  Fim  Buk.
Rating dan ulasan Rating dan ulasan telah diverifikasi
O Ponse O Tabler
3,7 =
-
! -

*hkd

Gambar 2. 1 Rating Aplikasi Getcontact

. Text mining

Text mining merupakan proses ekstraksi
informasi yang bernilai dari data teks yang bersifat tidak
terstruktur atau semi-terstruktur. Dalam penerapannya,
text mining memanfaatkan berbagai teknik seperti
machine learning, data mining, natural language
processing (NLP), manajemen pengetahuan, serta
pencarian informasi untuk menggali pola dan wawasan
dari teks secara otomatis (Ridwansyah 2022a). Tujuan
utama Text mining adalah untuk mengubah teks yang
tidak terstruktur menjadi format yang dapat diproses

oleh komputer untuk analisis lebih lanjut.
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Teknik ini bekerja dengan menghasilkan banyak
variasi dari kumpulan data teks yang tersedia, lalu
mencari pola yang sesuai dengan prediksi dari
kumpulan data teks saat ini. Proses kerja Text mining
hampir sama dengan penelitian data mining, tetapi pola
yang digunakan dalam Text mining berasal dari
kumpulan bahasa alami yang tidak terstruktur,
sedangkan pola dalam data mining berasal dari database

yang terstruktur (Ridwansyah 2022b).
Scrapping Data

Crawling data atau scrapping data, juga disebut
sebagai proses otomatis untuk mengumpulkan dan
mengindeks data dari berbagai sumber. scrapping data
adalah sebuah proses menggali jauh ke dalam internet
atau target tertentu untuk mengambil data (Duei Putri,
Nama, and Sulistiono 2022). Tujuan scrapping data ini
adalah untuk mengumpulkan data dari ulasan aplikasi
Getcontact di Google Playstore, yang merupakan sumber
data yang diperlukan untuk penelitian ini. Cara
melakukan scrapping data ini adalah dengan membuat
program yang secara otomatis mengumpulkan ulasan
berdasarkan kata kunci yang relevan. Data dari

kumpulan ulasan tersebut akan digunakan untuk
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menganalisis sentimen menggunakan teknik Naive

Bayes.

Text preprocessing
Dalam proses data mining, transformasi teks
adalah tahap ketiga, dan tujuan dari tahap ini adalah
membuat data yang berupakteksjksiap
untuknndiproses. Dalam penelitian ini, tahap
transformasi teks mencakup transformasi case,
tokenizing, filtering,stopwords, dan  stemming
(Tanggraeni and Sitokdana 2022). Proses Text
preprocessing adalah sebagai berikut:
1. Cleaning
Cleaning data adalah proses membersihkan
kalimat dari karakter emoji, tanda baca, spasi
kosong, dan single char (karakter tunggal. Dalam
pengolahan teks, cleaning data adalah proses
penting yang bertujuan untuk membuat data
mentah lebih terstruktur dan siap untuk dianalisis.
2. Case Folding
Case folding adalah proses penyamaan case
dalam sebuah dokumen. Tidak semua dokumen
teks menggunakan huruf kapital secara konsisten.
Akibatnya, case folding diperlukan untuk mengubah

teks secara keseluruhan dalam dokumen menjadi
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bentuk standar, biasanya dalam bentuk huruf kecil
atau lowercase.

3. Tokenizing

Tokenizing adalah suatu fase di mana string kata

dipotong berdasarkan konstruksi kata tersebut.
Hasil proses cleaning dan case folding kemudian
dilanjutkan dengan proses tokenizing, di mana
kalimat dipenggal kata perkata.

4. Stopword removal

Stopword removal merupakan proses untuk

menghilangkan kata-kata atau istilah yang dianggap
tidak penting dan maknanya tidak berpengaruh,
seperti kata-kata seperti "ke", "di", "pada", dan
sebagainya.

5. Stemming
Stemming adalah salah satu tahap text
praprocessing,  stemming  bertujuan  untuk
menghilangkan imbuhan seperti awalan (prefix),
akhiran (suffix), atau sisipan (infix) dari kata dan
mengubahnya menjadi bentuk dasar atau kata

asalnya.

G. TF-IDF
Analisis sentimen melibatkan data mentah

berupa teks yang tidak dapat dibaca langsung oleh
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komputer. Oleh karena itu, diperlukan teknik untuk
mengubah data teks menjadi sekumpulan angka yang
dapat diproses oleh sistem komputer. Metode TF-IDF
(Term Frequency Invers Document Frequency) adalah
teknik yang digunakan untuk memberikan bobot pada
setiap kata untuk mengetahui seberapa dekat suatu kata
(term) dengan dokumen tertentu (Andreswari, Suranti,
and Aulia Trianggara 2024).

TF bertujuan untuk mengetahui seberapa sering
suatu kata muncul dalam sebuah dokumen. Sedangkan
IDF bertujuan untuk mengukur seberapa penting
sebuah kata dalam konteks koleksi dokumen yang lebih
besar, kata-kata yang muncul lebih jarang biasanya
memiliki IDF yang lebih tinggi.

Berikut persamaan TF-IDF ditunjukkan pada
persamaan 2.1

TFIDF(d,t) = TF(d, t). IDF(t) (2.1)
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Dalam hal ini, d adalah dokumen dan t adalah
kata, dan TF(d,t) adalah jumlah kata yang ada di setiap

dokumen yang dirumuskan pada persamaan 2.2.

TF(d, t) _ jumlah kata t pada dokumen d (2.2)

total kata pada dokumen d

Dengan menggunakan rumus yang ditemukan
dalam persamaan 2.3, IDF menghitung jumlah dokumen

yang mengandung kata tertentu.

total dokumen
jumlah yang mengandung kata t

IDF(t) = log (2.3)

. SMOTE

Penggunaan algoritma  Kklasifikasi  tanpa
mempertimbangkan ketidakseimbangan data
cenderung membuat model lebih fokus pada kelas
mayoritas dan mengabaikan kelas minoritas (Chawla et
al. 2002). Dalam situasi tertentu, data yang tidak
seimbang (imbalanced) tidak menjadi isu serius jika
perbandingan jumlah antar kelas tidak terlalu mencolok.
Namun, ketidakseimbangan menjadi masalah ketika
terdapat perbedaan yang signifikan antara jumlah data
di kelas mayoritas dan minoritas, karena hal ini dapat

memengaruhi akurasi hasil evaluasi model.

Salah satu solusi untuk mengatasi permasalahan
data yang tidak seimbang adalah dengan menerapkan
metode Synthetic Minority Oversampling Technique
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(SMOTE). SMOTE merupakan pendekatan yang cukup
populer dalam menangani ketidakseimbangan data.
Metode ini dikembangkan dari teknik oversampling, di
mana prosesnya melibatkan pembuatan sampel baru
dari kelas minoritas. Tujuannya adalah untuk
menyeimbangkan distribusi data dengan melakukan
sampling ulang pada data dari kelas minoritas
(Siringoringo 2018). Proses pembuatan data sintetis

merujuk pada persamaan 2.4.

Xnew = X+ (xj]x;)6 (2.4)
Keterangan :
Xpew = Data sintesis yang diciptakan
X; = Sampel kelas minoritas yang menjadi
oversampling.
X; = Data terdekat dari sampel minoritas
6 = Bilangan acak dari rentang 0 dan 1
Klasifikasi

Klasifikasi merupakan teknik yang didasarkan
pada kategori yang telah ditetapkan sebelumnya,
digunakan untuk menentukan kelas atau kelompok
tertentu yang cocok untuk data tertentu (Yolanda
Paramitha et al. 2023). Data dikelompokkan ke dalam

kelas tertentu berdasarkan karakteristik yang serupa.
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Ketika objek diklasifikasikan ke dalam tiga atau lebih
kelas, itu disebut klasifikasi kompleks. Dalam kasus ini,
penelitian ini diklasifikasikan ke dalam tiga kelas:
positif, negatif, dan netral.

Klasifikasi terdiri dari dua tahap utama.
Pertama, model dibangun dengan algoritma tertentu
untuk membentuk model klasifikasi dari data latih yang
memiliki label atau kelas. Tahap kedua adalah
penggunaan model, di mana model yang telah dibuat
diuji pada data baru yang label atau kelasnya belum
diketahui (Duei Putri, Nama, and Sulistiono 2022). Jika
tingkat akurasi yang tinggi diperoleh melalui
perbandingan data sebenarnya dan hasil prediksi
sistem, model tersebut dapat digunakan untuk
memprediksi kelas pada data yang belum diketahui
kelasnya (Prajamukti and Mega Santoni n.d.).

Split Validation Data

Metode validasi yang dikenal sebagai split
validation data membagi dataset secara acak menjadi
dua bagian. Bagian data pertama digunakan sebagai data
latih (training) dan bagian data kedua digunakan
sebagai data uji (testing).

Data latih (training) adalah data yang digunakan

selama proses pembelajaran. Data uji (testing) adalah
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data yang tidak digunakan selama proses pembelajaran
dan digunakan untuk menguji kinerja model (Turmudi

Zy, Adji Ardiansyah, and Maulana 2021).

. Naive Bayes classifier

Berdasarkan teorema Bayes, NaiveBayes
Classifier menggunakan metode probabilitas dan
statistik untuk memprediksi peluang di masa depan
berdasarkan pengalaman masa lalu. Algoritma Naive
Bayes menggunakan teori probabilitas dalam cabang
matematika untuk menentukan peluang terbesar dari
suatu klasifikasi. Ini dilakukan dengan menganalisis
frekuensi masing-masing klasifikasi berdasarkan data
pelatihan dan tidak bergantung pada aturan tertentu
(Retnosari et al. 2021).

Berikut adalah bentuk umum dari teorema

Bayes (Prawira, Arisandi, and Sutrisno 2022):

P(H|X) = % (2.5)
Keterangan :
X = Data dengan kelas yang belum diketahui.
H = hipotesa data X yang merupakan suatu kelas
spesifik.

P(H|X) = Peluang hipotesis H berdasarkan kondisi X
(Posteriori prob)

P(H) =Peluang hipotesis H (prior prob)
20



P(X|H) = Peluang X berdasarkan kondisi tersebut
P(X) =PeluangdariX

Salah satu kelebihan Algoritma Naive Bayes
adalah kemudahan penggunaan karena proses
perhitungannya sederhana, cepat, dan efisien dalam
penggunaan ruang. Selain itu, algoritma ini sangat tahan
terhadap fitur yang tidak relevan dan membutuhkan
sedikit data pelatihan untuk mengestimasi parameter
yang diperlukan, seperti variansi variabel dan rata-rata.
Oleh karena itu, algoritma ini cocok untuk menganalisis
data yang sangat besar. Namun, salah satu kelemahan
algoritma ini adalah ketergantungannya pada
probabilitas kondisional, hasil prediksi juga akan
menjadi nol jika probabilitas kondisional nol. Ini dapat
memengaruhi akurasi prediksi.
Random Forest

Random Forest adalah sebuah algoritma yang
dikembangkan dari model algoritme decision. Ini
melatih setiap pohon fikiran menggunakan sampel unik
(Aldean et al,, 2022). Random Forest algoritme dibuat
oleh ]J. Ross Quinlan sebagai pengembangan dari
pendekatan ID3, yang digunakan untuk membuat pohon
keputusan, dan digunakan untuk mengklasifikasikan

sejumlah besar data. Random Forest dianggap sebagai
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solusi yang tepat untuk masalah Kklasifikasi dalam
machine learning dan data mining. Beberapa keunggulan
metode ini, menurut Pamuji dan Ramdhan, termasuk
tingkat kesalahan yang relatif rendah, kinerja yang baik,
dan kemampuan untuk menangani data yang sangat

besar.

. Evaluasi

Evaluasi adalah proses untuk menilai kinerja
model Kklasifikasi. Ini melakukan pengukuran melalui
pengujian untuk menentukan kualitas model yang
dievaluasi dan bertujuan untuk memastikan bahwa
model yang digunakan adalah akurat (Phafiandita et al.
2022). Berikut pada tabel 2.1 beberapa metode evaluasi
yang dapat digunakan untuk mengukur keakuratan:

Tabel 2. 1 Confusion Matrix

True Class
True False
Predicted True TP FP
Class False FN TN

Empat nilai yang digunakan dalam perhitungan
untuk confusion matrix tersebut adalah:
1. TP (true positive), yaitu data yang diprediksi positif
dan faktanya data itu positif.
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2. TN (true negative), yaitu data yang diprediksi
negatif dan faktanya data itu negatif.

3. FP (false positive), yaitu data yang diprediksi positif
dan faktanya data itu negative.

4. FN (false negative), yaitu data yang diprediksi
negatif dan faktanya data itu postif.

Untuk mengevaluasi kinerja Naive Bayes
Classifier, nilai akurasi, presisi, recall, dan f1 score
dihitung (Ahmad et al. 2020).

1. Akurasi
Akurasi didefinisikan sebagai tingkat kedekatan
antara nilai prediksi dengan nilai actual. Akurasi
dapat dihitung menggunakan rumus yang

tercantum pada persamaan 2.6.

TP+TN

Akurasi = ——————
TP+TN+FP+FN

(2.6)

2. Presisi

Presisi adalah tingkat ketepatan atau kesesuaian
antara informasi yang dicari dan hasil yang
dihasilkan oleh sistem. Ketika seseorang mencari
informasi dalam sistem dan sistem memberikan
sejumlah dokumen, tingkat ketepatan dokumen
tersebut menunjukkan relevansi, atau sejauh mana
dokumen tersebut memenuhi kebutuhan pencari
informasi.
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Nilai presisi diperoleh dari Persamaan dan
didefinisikan sebagai rasio prediksi benar positif
dibandingkan dengan hasil yang diprediksi secara
keseluruhan positif. Presisi dapat dihitung
menggunakan rumus yang tercantum pada

persamaan 2.7.

Presisi = ——— 2.7)
TP+FP

Recall

Recall adalah metrik yang mengukur
kemampuan model untuk dengan tepat
mengidentifikasi semua data yang termasuk dalam
kategori nilai positif murni. Dengan kata lain, recall
menunjukkan seberapa berhasil model menangkap
semua instance yang relevan dari kelas tertentu.
Recall dapat dihitung menggunakan rumus yang

tercantum pada persamaan 2.8.

TP
TP+FN

Recall = (2.8)

F1 score

F1 score adalah nilai rata-rata harmonis untuk
presisi dan recall sistem segmentasi yang diuji. Ini
digunakan untuk menyeimbangkan kedua elemen
tersebut dan memberikan gambaran yang lebih adil
tentang kinerja model, terutama dalam kasus di

mana ada trade-off antara precision dan recall. F1
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score dapat dihitung menggunakan rumus yang

tercantum pada persamaan 2.9.

(Presisi. Recall)

F1 — Score =2 (2.9)

Presisi+Recall

Karena output sentimen yang dihasilkan terdiri
dari tiga kelas yaitu, negatif, netral, dan positif.
Penelitian ini menggunakan multiclass confusion matrix
3x3. Multiclass confusion matrix ini digambarkan pada
Tabel 2.2.

Tabel 2. 2 Multiclass Confusion Matrix

True Class

Negative | Netral Positive

Negative T Neg F NegNet | F NegPos

Predicted
Netral | F NetNeg T Net F NetPos
Class

Positif | FPosNeg | F PosNet T Pos

Dalam matrix confusion multiclass ini, sembilan

nilai digunakan sebagai dasar perhitungan, yaitu:

1. T Pos (True Positve), yaitu jumlah data yang
diprediksi sebagai positif dan faktanya positif.

2. T Net (True Netral), yaitu jumlah data yang
diprediksi sebagai netral dan faktanya netral,

3. T Neg (True Negative), yaitu jumlah data yang
diprediksi sebagai negatif dan faktanya negatif.

4. F PosNet (False Positive Netral), yaitu jumlah data

yang diprediksi positif dan faktanya netral.
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5. FPosNeg (False Positive Negative), yaitu jumlah data

yang diprediksi positif dan faktanya negatif.

6. F NetPos (False Netral Positive), yaitu jumlah data

yang diprediksi netal dan faktanya positif.

7. F NetNeg (False Netral Negative), yaitu jumlah data

yang diprediksi netral dan faktanya negatif.

8. F NegPos (False Negative Positive), yaitu jumlah data

yang diprediksi negatif dan faktanya positif.

9. F NegNet (False Negative Netral), yaitu jumlah data

yang diprediksi negatif dan faktanya netral.

N. Penelitian Terdahulu
Berikut detail dari rujukan penelitian ditunjukan
pada tabel 2.3
Tabel 2. 3 Penelitian Terdahulu
No | Pustaka Topik Metode | Objek Klasifikasi
dan Hasil
1 (Noer Klasifikasi Naive Pesan SMS | 2 Kelas
Azzahraet | pesan SMS Bayes (Spam
al. 2024) menjadi spam dan
atau ham Ham).
menggunakan Akurasi
algoritma 93,2%,
Naive Bayes presisi
93,7%,
recall
93,2%,
F1-Score
91,6%,
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ROC

97,3%.
(Hermanto | Perbandingan | Naive Aplikasi 2 Kelas
etal. 2024) | algoritma Bayes Getcontact | (Positif
Naive Bayes dan dan
dan Support SVM Negatif).
Vector Naive
Machine Bayes:
(SVM) untuk Akurasi
analisis 82,97%,
sentimen AUC
ulasan 0,500.
pengguna SVM:
aplikasi Akurasi
Getcontact 78,00%,
AUC
0,926.
(Aldean et | Analisis Random | Tweet 2 Kelas
al. 2022) sentimen Forest tentang (Positif
masyarakat vaksin dan
terhadap Sinovac Negatif).
vaksinasi Akurasi
Sinovac di 79%,
Twitter Precision
85%,
Recall
90%, F1-
Score
88%.
Sentimen
mayoritas
positif
(71,33%).
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Studi  sebelumnya menunjukkan bahwa
algoritma Naive Bayes, Support Vector Machine (SVM),
dan Random Forest banyak digunakan untuk
menganalisis sentimen pada berbagai objek, seperti
ulasan aplikasi, pesan SMS, dan media sosial. Studi
(Hermanto et al. 2024) membandingkan kemampuan
Naive Bayes dan SVM dalam analisis sentimen ulasan
aplikasi Getcontact. Penelitian lain (Noer Azzahra et al.
2024) menemukan bahwa Naive Bayes lebih baik dalam
mengklasifikasikan sentimen positif dan negatif
daripada SVM. Selain itu, (Aldean et al. 2022)
menggunakan algoritma Random Forest untuk
menganalisis persepsi masyarakat terhadap vaksinasi
Sinovac di Twitter. Algoritma ini menghasilkan hasil
klasifikasi yang sebagian besar positif.

Berdasarkan hasil-hasil tersebut, peneliti ingin
melakukan analisis sentimen pada ulasan aplikasi
Getcontact di Google Playstore dengan menggunakan
algoritma Naive Bayes dan Random Forest. Tujuan
penelitian ini adalah untuk membandingkan bagaimana
kedua algoritma tersebut bekerja dalam
mengkategorikan sentimen ulasan pengguna ke dalam
tiga kategori, yaitu positif, negatif, dan netral.

Diharapkan penelitian ini akan menghasilkan hasil
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analisis yang valid, akurat, dan relevan untuk membantu
pengembangan algoritma klasifikasi yang lebih baik
dengan menggunakan dataset ulasan pengguna aplikasi

Getcontact yang belum pernah dianalisis sebelumnya.
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BAB III
METODOLOGI PENELITIAN

A. Metode Pengumpulan Data
1. Studi Pustaka

Penulis melakukan studi pustaka dengan
memanfaatkan buku, jurnal, skripsi, dan sumber
sejenis untuk mempelajari konsep, analisis, serta
permasalahan yang berkaitan dengan penelitian.
Selain itu, penulis juga mengumpulkan data secara
daring melalui internet dengan mengunjungi situs
web yang relevan dengan analisis sentimen, text
mining, serta implementasi algoritma Naive Bayes
dan Random Forest.

2. Observasi

Tahap observasi dilakukan oleh peneliti
dengan tujuan mengamati secara langsung ulasan
yang terdapat di Google Playstore terkait aplikasi
Getcontact. Selain itu, peneliti juga menggunakan
aplikasi tersebut sebagai pengguna. Dari observasi
yang dilakukan, peneliti memperoleh hasil sebagai

berikut:
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a.

Terdapat informasi mengenai berbagai kendala

yang dialami

Getcontact.

Ditemukan informasi terkait kelebihan serta

oleh pengguna aplikasi

kekurangan dari aplikasi Getcontact.

B. Kebutuhan Perangkat Penelitian

Untuk memastikan bahwa proses sistem dapat
berjalan dengan baik, pengimplementasian sistem
membutuhkan beberapa perangkatlunak dan perangkat

keras yang mendukung. Berikut adalah kebutuhan yang

digunakan dalam penelitian ini:

1. Kebutuhan Perangkat Keras:

Tabel 3. 1 Kebutuhan Perangkat Keras

No | Perangkat Keras Spesifikasi
1 | Device Lenovo LOQ 15APH8
Processor AMD Ryzen™ 5 7640HS
? (4.3/5.0 GHz)
3 | Memori (RAM) | 16.00 GB
4 | Monitor 15.6 Inch
Keyboard dan Normal
> Mouse

2. Kebutuhan Perangkat Lunak:

32




Tabel 3. 2 Kebutuhan Perangkat Lunak

No | Perangkat Lunak Spesifikasi
Sistem Operasi Windows 11 Home
! Single Language
Bahasa Python
? Pemrograman
3 | Ms. Office Ms. Word & Ms. Excel
4 | Browser Chrome
5 | Google Drive Google Colab

C. Langkah Analisis
Tahapan analisis data dalam penelitian ini

adalah sebagai berikut:
1. Scrapping data ID aplikasi Getcontact dari Google
Playstore
a. Mengambil ID aplikasi Getcontact
b. Scrapping data menggunakan ID aplikasi
Getcontact menggunakan python
c. Menyimpan data dalam bentuk csv
2. Mengumpulkan data ulasan aplikasi dari Google
Playstore
a. Melakukan pelabelan data dengan nilai positif,
negatif, dan netral

b. Membaca data csv dalam python
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Text processing

a.
b.
C.
d.

e.

Melakukan cleaning data

Melakukan case folding

Melakukan tokenizing

Melakukan stopword removal

Melakukan stemming

Melakukan TF-IDF pada data

Melakukan split validation data

Implementasi algoritma klasifikasi

d.

Naive Bayes

Untuk analisis sentimen, metode

klasifikasi Naive Bayes terdiri dari beberapa

langkah:

1

2)

3)

4)

Identifikasi fitur adalah proses memilih kata
atau frasa yang berfungsi sebagai indikator
suatu sentimen.

menghitung peluang, dengan menghitung
berapa kali fitur tertentu muncul dalam
sebuah ulasan

Asumsi independensi berarti bahwa setiap
kata dianggap tidak memiliki hubungan apa
pun dengan kata lainnya.

Berdasarkan  ulasan yang tersedia,

kemungkinan untuk setiap kategori (positif,
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negatif, atau netral) dihitung untuk

menentukan probabilitas kategori.

h 4 A 4

Data Training Data Testing

o|  Hitung Jumlah
Probabilitas

Peluang Senfimen
Positif / Negatif /
Netral

v v
/Sentmen F‘ositif/ /Sentimen Netral/ /Senlimen Negat%

L 4

Gambar 3. 1 Alur Naive Bayes

b. Random Forest
Berikut merupakan tahapan dalam

melakukan pengklasifikasian dengan
menggunakan Random Forest:
1) Untuk menghasilkan beberapa subset data

dari dataset awal, sampel acak diambil
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2)

3)

4)

5)

6)

7)

dengan pengembalian dari dataset asli
berukuran N. Teknik bootstrap digunakan
untuk melakukan resampling.

Dengan pemilihan fitur acak (mtry), satu
pohon Kkeputusan dibangun dari setiap
subset data.

Setelah pemilihan m secara acak, pohon
dibangun tanpa melakukan proses
pemangkasan (pruning).

Langkah 1-3 diulangi sebanyak n kali hingga
menghasilkan sebuah forest (hutan) dengan
n pohon.

Penentuan suatu kelas dilakukan melalui
cara majority vote (suara mayoritas).
Langkah selanjutnya adalah menemukan
parameter mtry terbaik untuk
menghasilkan out of bag error (nilai error
misklasifikasi) yang stabil dan menentukan
tingkat variabel importance (kepentingan
variabel).

Setelah nilai mtry optimal ditemukan,

prediksi dibuat menggunakan data testing.
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Data Hasil Pohon Keputusan Tunggal 1

Resampiing 1 (Prediktor Acak) >  Predsit

Data Hasil Pohon Keputusan Tunggal 2 . .| Prediksi dengan
Resampling 2 (Prediktor Acak) Predici 2 " Mayoritas Suara

Data Hasil Pohon Keputusan Tunggal 3

Resampiing 3 (Prediktor Acak) >  Predisi3

Gambar 3. 2 Alur Sederhana Random Forest

7. menggunakan library python untuk melakukan
perhitungan akurasi, presisi, recall, dan f1 score
untuk setiap jenis Kklasifikasi, dan kemudian
membandingkan hasil yang diperoleh.

8. menggunakan metode Naive Bayes dan Random
Forest, dan memberikan visualisasi untuk

mempermudah pemahaman.

D. Alur Pengerjaan Penelitian
Perancangan alur penelitian ini menjelaskan

gambaran umum mengenai tahapan-tahapan yang
dilakukan oleh peneliti, mulai dari awal hingga akhir.

Proses tersebut dapat dilihat pada Gambar 3.3.
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Pengumpulan Data

Scrapping Data
Google Playstore

T

Data Komentar
Google Playstore

T

Labeling Data

Preprocessing

Klasifikasi

Cleaning Data
.
Case Folding
T
Tokenizing { Naive Bayes W { Random Forest }
v
Stopword Removal Fz;:r';“a“ai”de‘
T
Stemming

Gambar 3. 3 Alur Pengerjaan Penelitian

Pengambilan Data

Teknik scrapping data dilakukan dengan
membuat aplikasi terlebih dahulu dan kemudian
menampilkan informasi tentang aplikasi dengan
memasukkan keyword "Aplikasi Getcontact" di
Google Playstore. Setelah aplikasi Getcontact
muncul, ID aplikasi diambil melalui halaman Google
Playstore, yang bernama app.source.Getcontact.
Data dikumpulkan dari 31 Desember 2024 hingga
19 Januari 2025. Data yang dikumpulkan termasuk
nama pengguna, rating, komentar, dan informasi
lainnya seperti ulasan pengguna aplikasi Getcontact

yang diambil dari situs Google Play berbahasa
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Indonesia. Selanjutnya, data ini disimpan dalam

file.csv.

P Googerray

Getcontact

Gambar 3. 4 Pengambilan ID Aplikasi

2. Labeling Ulasan
Selanjutnya, data yang telah dikumpulkan
diklasifikasikan berdasarkan sentimen yang
terkandung di dalamnya. Tiga kategori sentimen
digunakan dalam penelitian ini, yaitu positif,
negatif, dan netral. Pelabelan merupakan langkah
penting dalam proses klasifikasi data.

Tabel 3. 3 Penerapan Labeling

Ulasan Sentimen | Label
Ada telpon masuk tidak di
kenal, sangat membantu

sekali untuk bisa tau positif 2
namanya si penelpon

Bagus tapi terbatas. netral 1
Maaf ya ratingnya tak

turunkan. Saya sudah negatif 0

berlangganan setiap bulan tp
nama2 orang yg telp tidak
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pernah muncul. Jadi
percuma, buang?2 uang
3. Preprocessing

Tahap ini bertujuan untuk membuat data
mentah bersih sehingga dapat digunakan dalam
proses Klasifikasi. Data yang diperoleh dari
scrapping ulasan pengguna di Google Playstore
digunakan untuk melakukan tahapan preprocessing.
Proses preprocessing termasuk:

a. Cleaning

Langkah  penting dalam  proses
preprocessing teks adalah cleaning, yang
bertujuan untuk menghilangkan karakter yang
tidak penting seperti tanda baca, emoji, URL,
dan pengulangan karakter. Untuk membuat
proses pengolahan data selanjutnya lebih
mudah, proses penyederhanaan  teks
dilakukan. Sebagai contoh, emoji, simbol, dan
tanda baca sering digunakan terlalu banyak
dalam ulasan produk. Proses membersihkan
menghapus elemen-elemen tersebut agar teks
menjadi lebih rapi dan siap untuk dianalisis.
Tabel 3.4 menunjukkan contoh hasil cleaning.

Tabel 3. 4 Penerapan Pada Tahap Cleaning

| Input Process | Output Process |
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Sayang sekali,aplikasi | Sayang sekali
ini harusnya | aplikasi ini
bagus,cuman sekarang | harusnya  bagus
serba berbayar dan | cuman sekarang
banyak iklan! padahal | serba berbayar
dulu udah  bagus | dan banyak iklan
sekarang malah | padahal dulu udah
mengecewakan.saya bagus  sekarang
harap aplikasi ini bisa | malah
seperti dulu lagi mengecewakan
saya harap aplikasi
ini bisa seperti
dulu lagi

b. Case Folding
Tujuan dari tahapan ini adalah untuk
menyeragamkan bentuk kata agar lebih
konsisten, sehingga seluruh huruf dalam suatu
kata, kalimat, atau teks disama-samakan
menjadi huruf kecil (lowercase). Tabel 3.5
berikut menunjukkan hasil proses case folding.

Tabel 3. 5 Penerapan Pada Tahap Case Folding

Input Process Output Process
Sayang sekali aplikasi | sayang sekali
ini  harusnya bagus | aplikasi ini
cuman sekarang serba | harusnya  bagus
berbayar dan banyak | cuman sekarang
iklan padahal dulu | serba berbayar
udah bagus sekarang | dan banyak iklan
malah mengecewakan | padahal dulu udah

bagus  sekarang
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saya harap aplikasi ini | malah

bisa seperti dulu lagi mengecewakan
saya harap aplikasi
ini bisa seperti
dulu lagi

Tokenizing

Proses memecah teks menjadi bagian-
bagian kecil yang terdiri dari kata atau token
dikenal sebagai tokenizing. Tanda baca dan
karakter khusus biasanya dihapus pada tahap
ini karena dianggap tidak penting untuk
analisis lebih lanjut. Tabel 3.6 menunjukkan
contoh hasil tokenizing.

Tabel 3. 6 Penerapan Pada Tahap Tokenizing

Input Process Output Process
sayang sekali aplikasi | ['sayang’, 'sekali’,
ini  harusnya bagus | 'aplikasi’, 'ini’,
cuman sekarang serba | 'harusnya’, 'bagus’,
berbayar dan banyak | 'cuman’,
iklan padahal dulu | 'sekarang', 'serba’,
udah bagus sekarang | 'berbayar', ‘'dan/,
malah mengecewakan | 'banyak’, ‘iklan',
saya harap aplikasi ini | '‘padahal’, 'dulu’,
bisa seperti dulu lagi 'udah’, 'bagus’,

'sekarang’, 'malah’,
'mengecewakan’,
'saya’, 'harap’,
"aplikasi’, 'ini’,
'bisa’, 'seperti’,
'dulu’, 'lagi']
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d. Stopword Removal

Untuk menghilangkan kata-kata umum
yang tidak penting atau tidak relevan dengan
informasi yang diperlukan, proses stopword
removal dilakukan. Proses ini bertujuan untuk
mengurangi jumlah kata yang harus disimpan
sistem. Tabel 3.7 berikut menunjukkan contoh
hasil proses penghapusan stopword.

Tabel 3. 7 Penerapan Pada Tahap Stopword Removal

Input Process Output Process
['sayang’, 'sekali’, | ['sayang’,
'aplikasi’, 'ini', | 'aplikasi', 'bagus’,
'harusnya’, 'bagus’, | 'cuman’, 'serba’,
‘cuman’, 'sekarang’, | 'berbayar’, 'iklan',
'serba’, 'berbayar’, | 'udah’, 'bagus’,

'dan’, 'banyak’, 'iklan', | 'mengecewakan’,
'padahal’, 'dulu’, 'udah’, | 'harap’, 'aplikasi']
'bagus’, 'sekarang’,
'malah’,
'mengecewakan’, 'saya’,
'harap’, 'aplikasi’, 'ini',
'bisa’, 'seperti’, 'dulu’,
'lagi']

e. Stemming
Tujuan dari tahap stemming adalah
untuk menyederhanakan kata berulang

menjadi satu kata dasar saja dan mengubah
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kata yang memiliki imbuhan menjadi bentuk
kata dasar. Tabel 3.8 berikut menunjukkan
contoh hasil dari proses stemming.

Tabel 3. 8 Penerapan Pada Tahap Stemming

Input Process Output Process

['sayang’, 'aplikasi’, | ['sayang’,

'bagus’, 'cuman’, | 'aplikasi', 'bagus’,

'serba’, 'berbayar’, | 'cuman’, 'serba,

'iklan', 'udah’, 'bagus’, | 'bayar’, 'iklan’,

'mengecewakan’, 'udah’, 'bagus’,

'harap’, 'aplikasi'] 'kecewa', ‘harap’,
'aplikasi']

4. Ekstrasi Fitur dengan TF-IDF
Setelah data selesai melalui tahap
preprocessing, langkah berikutnya adalah membuat
fitur yang membantu proses Kklasifikasi. Metode
pembobotan TF-IDF (Term Frequency-Inverse
Document Frequency) digunakan untuk pembuatan
fitur dalam penelitian ini. Setiap kata dalam ulasan
diberi bobot melalui proses ini untuk menunjukkan
seberapa penting kata tersebut dalam dokumen.
Bab sebelumnya memberikan penjelasan tentang
rumus perhitungan TF-IDFE.
5. Uji model
Teknik validasi yang disebut split validation

membagi dataset secara acak menjadi tahap
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pelatihan data dan pengujian data untuk
mengevaluasi kinerja model yang dihasilkan.
Sebagian 20% dari data latih digunakan sebagai
data uji. Pengambilan data uji dilakukan secara acak
menggunakan bantuan library Python. Uji model
dilakukan setelah proses pelatihan selesai, untuk
mengevaluasi kinerja model. Hasil dari uji model ini
menunjukkan seberapa baik performa metode yang
diterapkan.
Implementasi Algoritma Klasifikasi

Setelah melalui tahap preprocessing dan
ekstraksi fitur menggunakan TF-IDF, data
dilanjutkan ke tahap pengujian dengan membagi
dataset menjadi data training dan data testing
untuk mengevaluasi akurasi klasifikasi
menggunakan metode Naive Bayes dan Random
Forest. Data yang telah diproses dan diekstraksi
fitur-fiturnya akan diklasifikasikan ke dalam tiga
kategori output, yaitu positif, negatif, dan netral.
Pada proses pengklasifikasian, metode Naive Bayes
dan Random Forest digunakan untuk mengukur
ketepatan Kklasifikasi. Kategori dengan skor
probabilitas tertinggi akan dianggap sebagai hasil

prediksi untuk setiap ulasan.
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7. Evaluasi Model

Untuk mengetahui seberapa baik kinerja
model, evaluasi model dilakukan dengan melihat
kinerja metode melalui multiclass confusion matrix.
Pada dasarnya, confusion matrix membandingkan
hasil klasifikasi sistem dengan hasil klasifikasi
sebenarnya. Di sini, data uji diuji dengan data latih,
menghasilkan prediksi kelas. Prediksi kelas ini
kemudian dibandingkan dengan kelas sebenarnya
dari data uji yang sebelumnya disembunyikan. Hasil
pemeriksaan ini menunjukkan kinerja model,
termasuk akurasi, presisi, recall, dan F1 score.

8. Visualisasi

Salah satu langkah dalam proses analisis
sentimen adalah menampilkan data hasil
pengklasifikasian menggunakan wordcloud. Tujuan
visualisasi ini adalah untuk mengekstraksi
informasi yang diimplementasikan dalam bentuk
topik-topik yang paling sering disampaikan oleh
pengguna aplikasi. Dengan demikian, memberikan
gambaran umum tentang kata-kata yang paling
banyak digunakan dalam ulasan, sehingga lebih
mudah untuk menganalisis pola sentimen secara

keseluruhan.
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BAB IV
HASIL DAN PEMBAHASAN
Pengambilan Data Ulasan Google Playstore
Teknik web  scraping digunakan untuk
mengumpulkan data ulasan pengguna untuk aplikasi
Getcontact yang tersedia di Google Play Store. Proses ini
dilakukan menggunakan bahasa pemrograman Python,

dan langkah-langkah berikut:

1. Install Google Play Scrapper Package
Tahap awal dalam proses scraping adalah
melakukan instalasi library google-play-scraper,
yang berfungsi untuk mempermudah pengambilan

data ulasan aplikasi dari Google Playstore.

° Ipip install google—play—scr‘aped

-_Ty Collecting google-play-scraper
Downloading google play scraper-1.2.7-py3-none-any.whl data (50 kB)

50.2/50.2 kB 2.6 MB/s eta 0:00:00
Downloading google play scraper-1.2.7-py3-none-any.whl (28 kB)
Installing collected packages: google-play-scraper
Successfully installed google-play-scraper-1.2.7

Gambar 4. 1 Package Google Playstore

2. Pemanggilan Library
Untuk proses pengambilan data dengan
teknik scraping, library harus diinstal untuk
mengambil fitur penting seperti review, username,

gambar user, konten, skor, dan lainnya.
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o from google play scraper import app

pandas as pd

numpy as np

Gambar 4. 2 Pemanggilan Library Scrapping

3. Menyalin ID Aplikasi Getcontact pada Google

Playstore

Proses pertama dimulai dengan membuka
aplikasi Getcontact di Google Playstore. Selanjutnya,
identifikasi aplikasi yang akan digunakan untuk
proses scraping disalin dan dimasukkan ke dalam
kode program untuk mengumpulkan data ulasan.
Gambar 4.3 menunjukkan bagaimana ID aplikasi

ditampilkan.

P Googerray

Getcontact

Gambar 4. 3 Tampilan ID Aplikasi Getcontact melalui
Google Playstore

4. Scrapping Ulasan Aplikasi Getcontact
Proses analisis sentimen dimulai dengan

menyalin ID aplikasi Getcontact dari Google Play
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Store dan memasukkan jumlah ulasan yang akan
digunakan. Setelah itu, ID tersebut dimasukkan dan
dijalankan ke dalam kode program. Proses
scrapping data dapat dilanjutkan, seperti yang
ditunjukkan pada Gambar 4.4.

reviews (

country="id",
sort=5ort.NEWEST,
count=2000,

filter score with=

Gambar 4. 4 Tahap Scrapping Data Ulasan

Penggunaan library google play scraper
dalam bahasa pemrograman Python dilakukan
untuk mengambil ulasan dari aplikasi yang akan
dianalisis sentimennya di Google Play Store. Pada
penelitian ini, aplikasi yang diambil ulasannya
memiliki ID 'app.source.getcontact’'.
Parameter lang='id' dan country='id'
menunjukkan bahwa ulasan yang diambil berasal
dari pengguna di Indonesia dan menggunakan
Bahasa Indonesia. Pengaturan sort=Sort.NEWEST
digunakan untuk mengambil ulasan berdasarkan

urutan yang paling terbaru. Sedangkan
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count=2000 menunjukkan bahwa jumlah
maksimum ulasan yang diambil adalah sebanyak
2000 wulasan. Hasil dari pemanggilan fungsi
reviews () akan disimpan dalam variabel result,
dan apabila diperlukan pengambilan data lanjutan,
maka digunakan continuation token untuk
melanjutkan proses scraping ulasan tambahan.
Menyimpan Data Scrapping ke Dataframe

Library pandas dan numpy digunakan untuk
mengolah data yang dikumpulkan dari proses
scraping. Pertama, data dibagi menjadi list, dan

kemudian diubah menjadi dataframe.

(’ data = pd.DataFrame(np.array(result), columns=[’

data = data.join(pd.DataFrame(data.pop( ' review
data

Gambar 4. 5 Pengubahan Ulasan menjadi Dataframe

Dataframe dibuat dari hasil ulasan yang telah
disimpan dalam variabel result dengan
menggunakan fungsi np.array () dan
pd.DataFrame (), lalu diberi nama kolom review.
Selanjutnya, kolom review dipindahkan dan
dipecah menjadi beberapa kolom baru dengan
terlebih dahulu mengubah isinya menjadi list

menggunakan .tolist(). Hasil list tersebut
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kemudian dikonversi kembali menjadi DataFrame
baru dan digabungkan ke DataFrame awal
menggunakan fungsi . join ().
Mengambil Data yang dibutuhkan

Pada tahap ini, dipilih kolom-kolom tertentu
dari DataFrame sorteddata untuk membentuk

DataFrame baru bernama df.

° df = sorteddata[['content’, 'score’, "Year', "Month', 'Day']]

df

Gambar 4. 6 Pemilihan Kolom Data

Kolom yang dipilih meliputi 'content’,
'score', 'Year', 'Month',dan 'Day’'.
Menyimpan Data Scrapping dalam Format csv

DataFrame yang telah diproses kemudian

disimpan dalam format CSV dengan nama file

"review getcontact scrapped.csv".

Gambar 4. 7 Menyimpan Data ke csv

Parameter index=False dapat ditambahkan
untuk menghindari penyimpanan indeks baris ke
dalam file csv.

Berikut hasil data scrapping yang telah

disimpan dalam bentuk file csv:
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il Columni B content [ score B Year B Month B Day [

2 1999 Ampas 1 2024 12 3
3 1998 bagus 5 2024 2 3
4 1997 premium semuas, ga bagus 1 2024 12 xn

1996 keren s 2024 12 %
6] 1995 males harus bayar padahal dulu gratis 1 2024 12 3
7 1994 Happy new year 2025 I'm 5o happy & 5 2024 12 3
] 1993 ga bagus 5 204 12 n
] 1992 bagus buat cek nomer” sdm rendah kerja kga, nipu orang via tlpn aja bisanya, tysm min s 2024 12 %
10 1991 Tidak bisa di gunakan. Harus premium 1 2024 12 %
1 1990 Dipersulit ketika login ulang 1 202 12 3%
12 1989 apa apa harus premium 1 2024 12 %
13 1988 hmm kok berbayar yaa kirain gratis 5 2024 12 3
14 1987 ga banget ya aplikasi nya sekarang, buat cek nomor orang harus premium dulu, g kaya sebelumnya i 2024 2 3
15 1985 SEKARANG BERBAYAR JDI MALESSSSS 1 2024 12 %
1 1985 Getcontact saya GK bisa dibukak 1 202 12 %
" 1984 Aplikasi nya sangat buruk saya mengetik nomor sendiri tapi yang kehuar malah nama arang lain.ga be 1 2024 12 3
18 1983 Ok 5 2024 2 3
19 1982 sangat membantu 5 2024 12 #n
20 1981 knp byr cuy 1 202 2 @
21 1980 membantu 5 2024 12 3
22 1979 berbayar 1 2024 2 3
23 1978 sangat membantu 5 2024 12 n
24 1977 oke s 204 2 @
25 1976 ngelag bgst 1 2024 12 3
2 1975 busuk maksa bayar 1 2024 2 @
27 1974 Kualitas sekarang jelek, tidek makin bagus tapi makin buruk tolong diperbaiki lagi setiap mau ihat ko 2 204 12 R

1973 Udh download mih ahsa verifikasi 1 2024 12 A

Gambar 4. 8 Hasil Ekspor Data ke csv

B. Pelabelan Data Ulasan

Setelah data ulasan terkumpul, langkah
selanjutnya adalah melakukan pemberian label
sentimen pada setiap komentar untuk mengelompokkan
ulasan ke dalam kategori positif, netral, atau negatif.
Penentuan label dilakukan berdasarkan isi dari masing-
masing komentar. Label positif diberikan apabila ulasan
menunjukkan kepuasan atau pengalaman baik, seperti
pada komentar: "Ada telpon masuk tidak dikenal, sangat
membantu sekali untuk bisa tau namanya si penelpon.”
Label netral diberikan jika ulasan bersifat tengah atau
tidak secara jelas menunjukkan pujian maupun keluhan,
contohnya: "Bagus tapi terbatas." Sedangkan label
negatif diberikan untuk ulasan yang mengandung
ketidakpuasan atau keluhan, misalnya: "Maaf ya
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ratingnya tak turunkan. Saya sudah berlangganan setiap
bulan tapi nama-nama orang yang telp tidak pernah
muncul. Jadi percuma, buang-buang uang."

Dalam penelitian ini, proses pelabelan dilakukan
secara manual dengan bantuan seorang guru kelas 6 di
SD Negeri Harapan Mulya 03 yang memiliki kemampuan
dalam memahami konteks bahasa dan makna dari setiap
ulasan. Meskipun begitu, karena jumlah ulasan yang
dianalisis mencapai 2000, proses pelabelan
memerlukan waktu yang cukup lama. Untuk menjaga
keakuratan hasil, setiap komentar perlu dibaca dan
dievaluasi satu per satu, terutama pada ulasan yang
mengandung kalimat ambigu atau mencampurkan
pujian dan keluhan. Berikut ini merupakan hasil proses

pelabelan sentimen yang telah dilakukan.

8 C D E [

il columni B content B score B vear B month [l Day B
3 1999 Ampas negatif 2024 12 a1
3 1598 bagus positil 2024 12 #n
4 1997 premium semuaa, ga bagus negatif 2024 17 3
5 1996 keren positif 2024 12 1

1995 males harus bayar padahal dulu gratis negatif 2024 12 a1
7 1994 Happy new year 2025 I'm so happy @& positil 2024 12 3
8 1993 ga bagus negatif 2024 17 3
9 1992 bagus buat cek nomer? sdm rendah kerja kga, nipu orang via tlpn aja bisanya, tysm min positif 2024 12 3
10 1991 Tidak bisa di ganakan. Harus premium negatif 2024 12 a1
1 1990 Dipersulit ketika login ulang negalif 2024 12 an
12 1989 apa apa harus premium negatif 2024 17 3
3 1988 hmm kok berbayar yaa kirain gratis negatif 2024 12 3
14 1987 ga banget ya aplikasi nya sekarang, buat cek nomor orang harus premium dulu, ga kaya sebelumnya negatif 2024 12 a1
15 1986 SEKARANG BERBAYAR JDI MALESSSSS negotif 2024 12 an
16 1985 Getcontact saya GK bisa dibukak negatif 2024 17 3
7 1984 Aplikasi nya sangat buruk,saya mengetik nomor sendirl tapi yang keluar malah nama orang lain,ga be negatif 2024 12 31
18 1983 Ok netral 2024 12 a1
19 1982 sangat membantu positil 2024 12 an
20 1881 knp byr cuy negatif 2024 12 3
21 1980 membantu positif 2024 12 31
22 1979 berbayar netral 2024 12 a1
23 1978 sangat membantu positif 2024 12 31
24 1977 oke netral 2024 12 a1
25 1976 ngelag best negotif 2024 12 n
26 1975 busuk maksa bayar negatif 2024 12 3
27 1974 Kualitas sekarang jelek, tidak makin bagus tapi makin buruk tolong diperbaiki lagi setiap mau lihat ko negatif 2024 12
28 1873 Udh download mih ghsa verifikasi negatif 2024 12 a1

Gambar 4. 9 Pelabelan Data
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C. Text Preprocessing
Sebelum data dianalisis secara lebih mendalam,
diperlukan tahap awal berupa preprocessing atau pra-
pemrosesan data. Tahapan ini bertujuan untuk
membersihkan dan merapikan data agar menjadi lebih
terstruktur serta siap untuk dianalisis. Dengan
melakukan preprocessing, kualitas data akan meningkat
sehingga mendukung hasil penelitian yang lebih akurat
dan terpercaya.
Adapun tahapan preprocessing yang dilakukan
dalam penelitian ini adalah sebagai berikut:
1. Cleaning
Pembersihan data (cleaning data) dilakukan
untuk menghilangkan elemen-elemen yang tidak
diperlukan dalam ulasan, seperti emoji, tanda baca,
tautan (URL), hashtag, dan karakter tidak relevan
lainnya. Berikut ini merupakan kode program yang

digunakan dalam proses cleaning data:
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.str.replace(

Gambar 4. 10 Proses Cleaning

Pada tahap pembersihan data (cleaning),
dilakukan proses pengolahan langsung pada kolom
content untuk menghilangkan elemen-elemen yang
tidak relevan atau mengganggu dalam analisis.
Proses ini dilakukan dengan menggunakan metode
chaining pada fungsi str.replace () dari library
pandas. Beberapa elemen yang dihapus meliputi
URL atau tautan (https\S+), mention pengguna
seperti @username (@\S+), hashtag (#\s+),
singkatan dengan tanda kutip tunggal ('\w+), serta
tanda baca dan karakter non-alfabet dengan pola
(["\w\s]). Selain itu, karakter angka tertentu
seperti angka '2' yang muncul setelah spasi juga
dihapus menggunakan pola (\s (2)).

Case Folding
Tahapan ini bertujuan untuk menyamakan

bentuk penulisan kata agar lebih konsisten, yaitu
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dengan mengubah seluruh huruf dalam kata,

kalimat, atau teks menjadi huruf kecil (lowercase).

>

df['content’'] = df[ content'].str.lower()

Gambar 4. 11 Proses Case Folding

Kode “df ['content'] =
df ['content'].str.lower () digunakan untuk
mengonversi seluruh teks dalam kolom content
menjadi huruf kecil. Proses ini dilakukan agar tidak
terjadi perbedaan penulisan antara huruf kapital
dan huruf Kkecil, sehingga data menjadi lebih
konsisten dan seragam untuk keperluan analisis
lebih lanjut.

Tokenizing

Tahapan ini dilakukan dengan memanfaatkan
library nltk yang tersedia dalam bahasa
pemrograman Python. Pada tahap ini digunakan
fungsi ‘word tokenize® dari modul
nltk.tokenize untuk memecah teks ulasan

menjadi bagian-bagian kata (token) yang lebih kecil.

o import nltk

from nltk.tokenize import word tokenize

Gambar 4. 12 Menginstall Library nltk
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Berikut ini adalah source code yang
digunakan untuk melakukan proses tokenizing.

from nltk.tokenize import RegexpTokenizer
regexp = RegexpTokenizer('\w+")

df[ "content_token' ]=df[ 'content’].apply(regexp.tokenize)
df.head(3)

Gambar 4. 13 Proses Tokenizing

Potongan kode di atas menggunakan
"RegexpTokenizer® dari library “nltk" untuk
melakukan tokenisasi teks ulasan. Tokenizer ini
dirancang untuk mengekstrak hanya karakter
alfanumerik (*\w+), sehingga tanda baca dan
karakter khusus lainnya akan diabaikan. Dengan
menerapkan fungsi "regexp.tokenize® pada
kolom ‘content’, setiap kalimat dalam ulasan
akan diubah menjadi daftar kata-kata terpisah yang
disimpan  dalam  kolom  baru  bernama
‘content token'.

Tokenisasi merupakan langkah awal yang
penting dalam Natural Language Processing (NLP),
karena berfungsi sebagai dasar untuk tugas-tugas
lanjutan seperti analisis sentimen, klasifikasi teks,
dan pemodelan bahasa.

Berikut hasil dari code program cleaning data,
case folding dan tokenizing.
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Columnl content Year Month Day sentiment content_token

padahal dulu gratis

1
i
1
1
i
1
i

ga bagus

kan harus premium  nega

etika login ulang  negatif

Gambar 4. 14 Hasil Tokenizing

Stopword Removal

Tahapan berikutnya adalah stopword
removal, yaitu proses menghapus kata-kata umum
yang sering muncul dalam teks tetapi tidak
memberikan makna penting dalam analisis, seperti
"yang", "dan", "di", serta kata-kata umum lainnya.

Pada tahap ini, library NLTK yang telah
diinstal sebelumnya kembali dimanfaatkan untuk
membantu mengidentifikasi dan menghapus kata-
kata tersebut. Proses ini bertujuan agar analisis teks
menjadi lebih fokus pada kata-kata yang memiliki
makna signifikan. Berikut merupakan kode yang
digunakan untuk menjalankan proses stopword

removal ini:
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nltk.download( s
from nltk.corpus import stopwords

stopwords = nltk.corpus.stopwords.words("indonesian")

my_stopwords = ['getcontact’]
stopwords.extend(my_stopwords)

Gambar 4. 15 Proses Stopword Removal

kode di atas mengimpor modul n1tk.corpus
untuk mengakses daftar kata umum (stopwords).
Langkah awal dilakukan dengan mengunduh daftar
stopwords menggunakan
nltk.download ('stopwords'). Selanjutnya,
daftar stopwords dalam bahasa Indonesia dimuat
ke dalam variabel stopwords menggunakan
stopwords.words ("indonesian"). Daftar ini
berisi kata-kata umum yang biasanya tidak
memiliki makna signifikan dalam analisis. Selain itu,
daftar stopwords diperluas dengan menambahkan
kata kustom, dalam hal ini kata “getcontact”, ke
dalam daftar menggunakan
stopwords.extend (my stopwords). Berikut
merupakan hasil dari penerapan kode stopword

removal tersebut.
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5.

Day sentiment cantent_taken

Gambar 4. 16 Hasil Stopword Removal

Stemming

Untuk melakukan stemming pada penelitian
ini, digunakan library Sastrawi yang tersedia dalam
bahasa pemrograman Python. Berikut ditampilkan

gambar proses instalasi library Sastrawi.

o Ipip install Sastrawi

Gambar 4. 17 Menginstall Library Sastrawi

Berikut adalah kode program yang digunakan

untuk melakukan proses stemming.

Sastrawi.Stemmer.StemmerFactory i StemmerFactory

1.apply( x: [stemmer.stem(y

Gambar 4. 18 Proses Stemming

Pertama, library Sastrawi diimpor dan objek

stemmer dibuat menggunakan StemmerFactory
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dari pustaka tersebut. Setelah objek stemmer siap,
proses stemming dilakukan pada kolom
content token di dalam DataFrame. Setiap
elemen dalam kolom tersebut, yang berupa daftar
token (kata-kata), akan diproses satu per satu
menggunakan fungsi stem () dari objek stemmer.
Hasil stemming dari setiap kata kemudian disimpan

ke dalam kolom baru bernama stemmed.

Berikut hasil stemming data yang telah

dilakukan.

a4 Column1 content score Year Month content_token stemmed

024 2 3 S [ampas]
ba: {bagus]

[premium, semuaa [premium, semuaa, ga,

Gambar 4. 19 Hasil Stemming

Setelah  melalui serangkaian tahapan
preprocessing, dataset siap untuk analisis lebih
lanjut. Tahapan preprocessing ini meliputi
pembersihan teks dari elemen yang tidak relevan
seperti URL, tanda baca, karakter khusus, dan emoji.
Proses case folding dilakukan untuk mengubah teks

menjadi huruf kecil, menghindari perbedaan antara
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huruf besar dan kecil. Selanjutnya, teks ditokenisasi
menjadi kata-kata, diikuti dengan penghapusan
stopwords yang tidak memberikan kontribusi
signifikan. Terakhir, stemming dilakukan untuk
mengubah kata ke bentuk dasarnya, memudahkan
pencarian, dan mengurangi variasi kata.

Dengan demikian, tahap preprocessing data
menjadi langkah krusial dalam mempersiapkan

data untuk analisis dan pemodelan teks.

D. Ekstrasi Fitur

Dalam tahapan ekstraksi fitur, dibutuhkan
library yang mendukung proses pengolahan data,
seperti library sklearn (scikit-learn) dan imblearn.
Library ini memiliki peran penting dalam membantu
proses preprocessing data serta pelatihan model yang
dibutuhkan dalam machine learning dan data science.
Pada tahap ekstraksi fitur ini, digunakan beberapa kelas
dari sklearn, yaitu TfidfVectorizer —dari modul
sklearn.feature extraction.text untuk
mengubah data teks menjadi representasi numerik
berbasis TF-IDF, serta train test split dari
sklearn.model selection untuk membagi data
menjadi data latih dan data uji. Selain itu, untuk

mengatasi ketidakseimbangan data, digunakan metode
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SMOTE (Synthetic Minority Oversampling Technique)
yang diimpor dari library imblearn.over sampling.
Dalam tahap ekstraksi fitur, sistem melakukan
proses transformasi data teks menjadi representasi
numerik menggunakan metode TF-IDF (Term
Frequency-Inverse Document Frequency). Proses ini
dilakukan dengan mengimpor kelas TfidfVectorizer dari
library sklearn.feature extraction.text. Dalam
implementasinya, data teks diambil dari kolom
'text_string' dan label sentimen dari kolom 'sentiment'
pada dataset. Selanjutnya, teks pada kolom tersebut
diubah menjadi vektor TF-IDF menggunakan fungsi
fit transform dari objek TfidfVectorizer. Proses ini
menghasilkan fitur numerik yang siap digunakan untuk
proses pelatihan model klasifikasi. Tampilan

pembobotan TF-IDF dapat dilihat pada Gambar 4.20.

X_final = tfidf.fit_transform(X)

Gambar 4. 20 Proses Pembobotan TFIDF

63



Sebelum dilakukan pembagian data, terlebih
dahulu dilakukan proses penanganan data tidak
seimbang menggunakan metode SMOTE (Synthetic
Minority Oversampling Technique). SMOTE berfungsi
untuk menyeimbangkan jumlah sampel antara kelas
mayoritas dan kelas minoritas dengan cara
menghasilkan data sintetis dari kelas minoritas.

Setelah data berhasil diseimbangkan, langkah
selanjutnya adalah proses pembagian data menjadi data
latih (training) dan data uji (testing) menggunakan
fungsi train test split. Pada proses ini, data uji
dialokasikan sebesar 20% dari total data, sedangkan
80% sisanya digunakan sebagai data latih. Pembagian ini
bertujuan untuk mempermudah proses pelatihan dan
evaluasi model Klasifikasi. Proses pembagian data
setelah penanganan ketidakseimbangan ditunjukkan

pada Gambar 4.21.

SMOTE # Handling Imbalanced

SMOTE()
ote.fit_resample(X_final,y)
est , y train , y test = train_test split(x sm , y sm , test size=0.2,random state=42)

Gambar 4. 21 Proses Proses split data 80:20 setelah SMOTE

Hasil dari tahapan pembobotan menggunakan
TF-IDF menghasilkan representasi dokumen dalam

bentuk matriks, di mana setiap baris merepresentasikan
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satu dokumen dan setiap kolom merepresentasikan
kata-kata unik yang muncul di seluruh korpus teks. Nilai
dalam matriks tersebut menunjukkan skor TF-IDF dari
masing-masing kata dalam dokumen tertentu.

Untuk menampilkan hasil pembobotan ini,
digunakan fungsi get feature names out () dari
objek TfidfVectorizer untuk mengambil daftar kata yang
terbentuk. Selanjutnya, dilakukan iterasi terhadap
beberapa dokumen untuk melihat kata-kata yang
memiliki skor TF-IDF tertinggi pada masing-masing

dokumen. Proses ini ditunjukkan pada Gambar 4.22.

for idx in nonzero_indices]

Dokumen 8:
ampas: 1.0800

Dokumen 1:
bagus: 1.0800

Dokumen 2:
semuaa: 8.8756

bagus: ©.3781
premium: @.3006

Dokumen 3:
keren: 1.0800

bayar: @.3

Gambar 4. 22 Hasil Pembobotan TF-IDF
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Berikut adalah contoh data dari penelitian ini
yang menggunakan tiga komentar untuk dilakukan
pembobotan TF-IDF secara manual:

(Doc 1) = " males harus bayar padahal dulu gratis"
(Doc 2) = "Dipersulit ketika login ulang"
(Doc 3) = "hmm kok berbayar yaa kirain gratis"

Kemudian, hasil preprocessing dari komentar di
atas adalah sebagai berikut:

(Doc 1) = ['males’, 'bayar’, 'gratis']
(Doc 2) = ['sulit’, 'login’, 'ulang']
(Doc 3) = ['hmm’, 'bayar’, 'yaa’, 'kirain', 'gratis']

Langkah selanjutnya adalah  melakukan
perhitungan menggunakan metode TF-IDF untuk
membentuk representasi vektor kata yang akan
diberikan bobot. Dalam proses ini, terdapat dua
komponen utama, yaitu Term Frequency (TF) dan
Inverse Document Frequency (IDF). TF berfungsi untuk
menghitung frekuensi kemunculan kata dalam setiap
dokumen, sedangkan IDF digunakan untuk mengurangi
bobot dari kata-kata yang terlalu sering muncul di
banyak dokumen, karena dianggap kurang memberikan
informasi yang spesifik. Perhitungan TF-IDF dimulai

dengan menghitung nilai TF terlebih dahulu. Contoh
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perhitungan TF secara manual ditampilkan pada Tabel

4.1.

Tabel 4. 1 Contoh Perhitungan TF

TF
Token
Doc1 Doc 2 Doc 3
males 1 0 0
bayar 1 0 1
gratis 1 0 1
sulit 0 1 0
login 0 1 0
ulang 0 1 0
hmm 0 0 1
yaa 0 0 1
kirain 0 0 1

Berdasarkan tabel sebelumnya, nilai Document
Frequency (DF) telah diperoleh. Sebagai contoh, jumlah
dokumen yang digunakan dalam tabel adalah tiga
komentar, sehingga total dokumen (D) = 3. Langkah
berikutnya adalah menghitung nilai Inverse Document
Frequency (IDF) dan TF-IDF menggunakan rumus yang
telah dijelaskan pada bab sebelumnya. Hasil
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perhitungan tersebut kemudian akan diterapkan dan

ditampilkan dalam Tabel 4.2.

Tabel 4. 2 Contoh Perhitungan TF dan TFIDF

Token | D D/Df IDF IDF TF*IDF

(D=3) | (log(D/Df)) +1 | D1 D2 D3
males | 1 3 log(3)=0.477 | 1.477 | 1.477 0 0
bayar | 2 1.5 |log(1.5)=0.176 | 1.176 | 1.176 0 1.176
gratis | 2 1.5 |log(1.5)=0.176 | 1.176 | 1.176 0 1.176
sulit 1 3 log(3)=0.477 | 1.477 0 1.477 0
login | 1 3 log(3)=0.477 | 1.477 0 1.477 0
ulang | 1 3 log(3)=0.477 | 1.477 0 1.477 0
hmm | 1 3 log(3)=0.477 | 1.477 0 0 1.477
yaa 1 3 log(3)=0.477 | 1.477 0 0 1.477
kirain | 1 3 log(3)=0.477 1.477 0 0 1.477

Dengan demikian, setelah dilakukan

perhitungan bobot TF-IDF secara manual terhadap
ketiga komentar yang telah diproses, hasilnya dapat
direpresentasikan dalam bentuk array sebagai berikut:
Array(][
[1.176,0,1.176,0,0,0,0,0, 0],
[0,1.477,0,1.477,1.477,0,0,0, 0],
[0,0,1.176,0,0,1.477,1.477,1.477,1.477]
D
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Berdasarkan hasil perhitungan TF-IDF di atas,
setiap dari ketiga dokumen telah  berhasil
direpresentasikan dalam bentuk vektor. Setiap kolom
pada hasil tersebut mencerminkan nilai bobot dari
masing-masing kata yang muncul dalam keseluruhan
teks, sehingga menggambarkan kontribusi setiap kata

terhadap dokumen yang bersangkutan.

Klasifikasi Naive Bayes dan Random Forest

Setelah melalui tahapan preprocessing dan
ekstraksi fitur, dataset dilanjutkan ke tahap
pembelajaran (learning) dengan menggunakan dua
algoritma Klasifikasi, yaitu Naive Bayes dan Random
Forest. Pada tahap ini, sistem dilatih menggunakan 80%
data latih dari total data yang tersedia, sedangkan 20%
sisanya digunakan sebagai data uji. Tujuannya adalah
untuk mengukur performa masing-masing algoritma
dalam mengklasifikasikan sentimen pengguna terhadap
aplikasi. Proses pelatihan dan pengujian dilakukan
dengan bantuan library scikit-learn (sklearn), yang juga
digunakan pada tahap ekstraksi fitur sebelumnya.

Adapun library scikit-learn (sklearn) yang
digunakan dalam proses klasifikasi pada penelitian ini
meliputi MultinomialNB, RandomForestClassifier,

accuracy_score, precision_score, recall_score, f1_score,
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classification_report, dan confusion_matrix = yang
digunakan untuk mengevaluasi kinerja model
klasifikasi.

Langkah awal dalam proses klasifikasi dimulai
dengan menyiapkan library ‘sklearn’. Karena Google
Colab sudah menyediakan library ini secara bawaan,
maka tidak diperlukan proses instalasi tambahan.
Pengguna cukup langsung melakukan import terhadap
beberapa kelas yang diperlukan. Adapun source code
untuk mengimpor library sklearn pada tahap klasifikasi

ditampilkan pada Gambar 4.37.

from sklearn.naive_bayes import MultinomialNB
r sklearn.ensemble import RandomForestClassifier

sklearn.metrics im t accuracy score, precision_score, recall_score, f1_score

om sklearn.metrics im classification_report

om sklearn.metrics import confusion matrix

Gambar 4. 23 Import Library Sklearn pada proses klasifikasi

Setelah tahap sebelumnya selesai, proses
selanjutnya adalah melakukan klasifikasi menggunakan
metode Naive Bayes dan Random Forest. Berikut adalah
source code untuk proses klasifikasi ditampilkan pada

Gambar 4.24.
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X_train_dense

X_test_dense

# In

nb_model

rf_model = RandomForestClassifier()

nb_model.fit(X_train_dense, y train)

rf_model.fit(X_train_dense, y train)

nb_pred = nb_model.predict(X_test_dense)
rf_pred = rf_model.predict(X_test_dense)

:", accuracy_score(y_test, predicted))
» precision_score(y_test, predicted, ave
ecall score(y test, predicted, avera
f1_score(y_test, predicted, avera

Gambar 4. 24 Klasifikasi Metode Random Forest dan Naive Bayes

Proses dimulai dengan mengubah data latih
(X_train) dan data uji (X test), yang sebelumnya
masih berbentuk matriks sparse hasil dari transformasi
TF-IDF, menjadi array berdimensi penuh (dense array)
menggunakan fungsi .toarray(). Langkah ini
diperlukan karena beberapa algoritma pembelajaran
mesin, seperti Naive Bayes dan Random Forest, lebih
optimal saat menggunakan representasi data dalam

bentuk array. Setelah itu, dilakukan inisialisasi dua
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model Klasifikasi, yaitu MultinomialNB() untuk
algoritma Naive Bayes dan
RandomForestClassifier () untuk algoritma Random
Forest, tanpa menetapkan nilai random_state.

Kedua model kemudian dilatih menggunakan
data latih (X train dense) dan label yang sesuai
(v_train) dengan metode .fit (). Setelah proses
pelatihan selesai, digunakan metode .predict () untuk
melakukan prediksi pada data uji (X _test dense),
sehingga diperoleh hasil prediksi yang disimpan dalam
variabel nb preduntukmodel Naive Bayesdan r£ pred
untuk model Random Forest. Untuk mengevaluasi
kinerja masing-masing model, digunakan fungsi
evaluate model () yang telah didefinisikan secara
manual. Fungsi ini menerima tiga parameter, yaitu label
asli (y test), hasil prediksi (predicted), dan nama

model yang dievaluasi (model name).

Uji Model

Pada tahap pengujian model, dilakukan evaluasi
untuk mengetahui sejauh mana tingkat akurasi model
dalam melakukan proses klasifikasi. Hasil dari proses ini
ditampilkan melalui multiclass confusion matrix, yang

menggambarkan perbandingan antara label prediksi

72



(predicted class) dengan label sebenarnya (true class).
Dalam penelitian ini digunakan confusion matrix dengan
format multi-kelas karena klasifikasi dilakukan terhadap
tiga kategori sentimen, yaitu negatif, netral, dan positif.
Oleh karena itu, confusion matrix yang digunakan
berbentuk matriks 3 x 3, yang secara rinci disajikan pada

Tabel 4.3.

Tabel 4. 3 Multiclass Confusion Matrix 3x3

True Class
Negative | Netral Positive
Negative T Neg F NegNet | F NegPos
Predicted
Netral | F NetNeg T Net F NetPos
Class
Positif | FPosNeg | F PosNet T Pos

Untuk menilai sejauh mana tingkat ketepatan

model dalam melakukan klasifikasi, diperlukan
perhitungan nilai akurasi. Akurasi ini diperoleh dengan
menghitung jumlah prediksi yang sesuai dengan label
sebenarnya, kemudian dibagi dengan total keseluruhan
data yang digunakan pada proses pengujian. Rumus
untuk menghitung nilai akurasi tersebut dapat dilihat

pada Persamaan 4.1.

TPos+TNeg+TNet
Total daya yang diuji

Akurasi = (4.1)

73



Setelah melalui tahapan pengujian model
menggunakan algoritma Naive Bayes, diperoleh hasil
berupa nilai akurasi serta multiclass confusion matrix

berukuran 3 x 3 yang disajikan pada Gambar 4.25.

=== Ewvaluasi Multinomial Naive Bayes ===
Akurasi: @.8742368742368742

Presisi: ©.8896118782872833

Recall: @.8742368742368742

Fl-score: 8.8749926745212047
Confusion matrix:

[[238 &8 8]

[ 5244 5]

[ 8 17 234]]

Gambar 4. 25 Hasil Uji Model Naive Bayes

Selanjutnya, dilakukan tahapan pengujian model
menggunakan algoritma Random Forest, diperoleh hasil
berupa nilai akurasi serta multiclass confusion matrix
berukuran 3 x 3 yang disajikan pada Gambar 4.26.

=== Evaluasi Random Forest ===
Akura=si: @.8962148962148963
Presisi: 8.9126966841470974
Recall: 8.8962148962148963
Fl-score: 8.38977/932749578851

Confusion matrix:
[[253 47 6]

[ 3258 1]

[ 3 25 231]]

Gambar 4. 26 Hasil Uji Model Random Forest
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Berdasarkan hasil pengujian model yang
ditampilkan melalui multiclass confusion matrix
berukuran 3x3, diperoleh nilai akurasi sebesar 0.874
atau 87,4% untuk algoritma Multinomial Naive Bayes,
dan 0.896 atau 89,6% untuk algoritma Random Forest.
Hasil ini menunjukkan bahwa model Random Forest
memiliki tingkat akurasi yang lebih tinggi dibandingkan
dengan Naive Bayes dalam melakukan Klasifikasi
sentimen pada data yang digunakan. Tahapan
selanjutnya adalah melakukan evaluasi lebih lanjut
terhadap kinerja kedua model dengan melihat metrik
lain seperti presisi, recall, dan FI-Score untuk
mendapatkan gambaran yang lebih menyeluruh
mengenai efektivitas model dalam mengklasifikasikan

data ke dalam tiga kelas, yaitu negatif, netral, dan positif.

Evaluasi Model

Setelah dilakukan proses pengujian model, tahap
selanjutnya adalah evaluasi model untuk mengetahui
kinerja dari model yang telah dibangun. Dalam
penelitian ini, evaluasi dilakukan dengan menghitung
sejumlah metrik performa, yaitu akurasi, presisi, recall,
dan F1-Score, yang diperoleh berdasarkan hasil
multiclass  confusion matrix berukuran = 3x3.

Sebelumnya, pada tahap pengujian model telah
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diperoleh hasil confusion matrix 3x3 yang ditampilkan

pada Tabel 4.4.

Tabel 4. 4 Hasil Multiclass Confusion Matrix Naive Bayes

True Class
Negative Netral Positive
Negative 238 60 8
Predicted
Netral 5 244 5
Class
Positif 8 17 234

Selanjutnya, pengujian model dengan algoritma

Random Forest juga menghasilkan confusion matrix 3x3

yang disajikan secara terpisah pada Tabel 4.5.

Tabel 4. 5 Hasil Multiclass Confusion Matrix Random Forest

True Class
Negative Netral Positive
Negative 253 47 6
Predicted
Netral 3 250 1
Class
Positif 3 25 231

Selanjutnya, peneliti melakukan perhitungan

secara manual untuk memperoleh nilai akurasi dari
model Naive Bayes, berdasarkan data pada tabel
multiclass confusion matrix yang telah disajikan
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sebelumnya. Dengan demikian, hasil perhitungan

akurasi secara manual dapat dijelaskan sebagai berikut:

. TPos+TNeg+TNet
Akurasi = g —x 100%
Total daya yang diuji
. 238+244+234
Akurasi = x100%
238+60+8+5+244+5+8+17+234
. 716
Akurasi = EXlOO%

Akurasi = 0,874x100%
Akurasi = 87,4%

Setelah itu, perhitungan manual juga dilakukan
untuk menentukan nilai akurasi dari model Random
Forest. Perhitungan ini didasarkan pada data multiclass
confusion matrix yang telah ditampilkan sebelumnya.
Hasil dari perhitungan akurasi secara manual untuk

model Random Forest dapat dijelaskan sebagai berikut:

. TPos+TNeg+TNet
Akurasi = g —x 100%
Total daya yang diuji
. 253+250+231
Akurasi = x100%

253+47+6+3+250+1+3+25+231
Akurasi = %xlOO%
Akurasi = 0,896x100%
Akurasi = 89,6%
Untuk menghitung metrik performa model

lainnya, seperti nilai presisi, recall, dan F1-Score,

diperlukan penentuan nilai true positive (TP), true
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negative (TN), false positive (FP), dan false negative (FN)

untuk masing-masing kelas yang ada pada multiclass

confusion matrix berukuran 3x3. Namun, pada confusion

matrix dengan ukuran 3x3, proses ini cukup kompleks

karena melibatkan lebih dari dua kelas. Oleh karena itu,

untuk mempermudah dalam menghitung metrik

tersebut, dilakukan konversi matriks menjadi bentuk

2x2 untuk setiap kelas secara terpisah. Hasil konversi

Naive Bayes ditampilkan sebagai berikut:

o Kelas Negatif Naive Bayes

Tabel 4. 6 Perhitungan Nilai Kelas Negatif Naive Bayes

True/Pred | Negatif Bukan
Negatif TP=238 FN=(60+8)=68
Bukan FP=(5+8)=13 | TN=(244+5+17+234)=500

o Kelas Netral Naive Bayes

Tabel 4. 7 Perhitungan Nilai Kelas Netral Naive Bayes

True/Pred | Netral Bukan
Netral TP=244 FN=(5+5)=10
Bukan FP=(60+17)=77 | TN=(238+8+8+234)=488

o Kelas Positif Naive Bayes
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Tabel 4. 8 Perhitungan Nilai Kelas Positif Naive Bayes

True/Pred | Positif Bukan
Positif TP=234 FN=(8+17)=25
Bukan FP=(8+5)=13 | TN=(238+60+5+244)=547

Hasil konversi Random Forest ditampilkan

sebagai berikut:

o Kelas Negatif Random Forest

Tabel 4. 9 Perhitungan Nilai Kelas Negatif Random Forest

True/Pred | Negatif Bukan
Negatif TP=253 FN=(47+6)=53
Bukan FP=(3+3)=6 | TN=(250+1+25+231)=507

e Kelas Netral Random Forest

Tabel 4. 10 Perhitungan Nilai Kelas Netral Random Forest

True/Pred | Netral Bukan
Netral TP=250 FN=(3+1)=4
Bukan FP=(47+25)=72 | TN=(253+6+3+231)=493

e Kelas Positif Random Forest

Tabel 4. 11 Perhitungan Nilai Kelas Positif Random Forest

True/Pred | Positif Bukan
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Positif TP=231 FN=(25+3)=28

Bukan FP=(6+1)=7 | TN=(253+47+3+250)=553

Setelah diperoleh nilai true positive, true
negative, false positive, dan false negative, maka
berdasarkan rumus yang telah dijelaskan pada bab
sebelumnya, nilai precision, recall, dan F1-Score dari
hasil multiclass confusion matrix pada algoritma Naive
Bayes dapat dirangkum ke dalam Tabel 4.12 sebagai

berikut:

Tabel 4. 12 Hasil Perhitungan Performa Naive Bayes

True False False
F1-
Class Positive | Positive | Negative | Precision | Recall
Score
(TP) (FP) (FN)
Negative 238 13 68 95% 78% | 85%
Netral 244 77 10 76% 96% | 85%
Positive 234 13 25 95% 90% | 92%

Berdasarkan Tabel 4.12, nilai precision untuk
kelas negatif adalah sebesar 95%, kelas netral sebesar
76%, dan kelas positif sebesar 95%. Sementara itu, nilai
recall pada kelas negatif mencapai 78%, kelas netral
96%, dan kelas positif sebesar 90%. Adapun nilai F1-

Score diperoleh masing-masing sebesar 85% untuk
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kelas negatif, 85% untuk kelas netral, dan 92% untuk
kelas positif.

Hasil multiclass confusion matrix pada algoritma
Random Forest selanjutnya dapat dirangkum ke dalam

Tabel 4.13.

Tabel 4. 13 Hasil Perhitungan Performa Random Random Forest

True False False 1
Class Positive | Positive | Negative | Precision | Recall
Score
(TP) (FP) (FN)
Negative 253 6 53 98% 83% | 90%
Netral 250 72 4 78% 98% | 87%
Positive 231 7 28 97% 89% | 93%

Berdasarkan Tabel 4.13, nilai precision pada
hasil klasifikasi menggunakan algoritma Random Forest
menunjukkan bahwa kelas negatif memiliki nilai
precision sebesar 98%, kelas netral sebesar 78%, dan
kelas positif sebesar 97%. Untuk nilai recall, kelas
negatif memperoleh 83%, kelas netral 98%, dan kelas
positif sebesar 89%. Adapun nilai F1-Score masing-
masing adalah 90% untuk kelas negatif, 87% untuk kelas
netral, dan 93% untuk kelas positif.

Untuk menghitung nilai akurasi, precision, recall,

dan F1-Score pada suatu sistem Kklasifikasi, digunakan
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bantuan source code seperti yang ditunjukkan pada

Gambar 4.27.

on_score, recall score, f1 score

X_train_dense = X_train.toarra)
X_test_dense = X oarray()

nb_pred odel.predict(X_test_dense)
rf_pred = rf_model.predict(X_test_dense)

predicted, mo
del_name ]
scare(y_test, predicted))

valuate_model(
valuate_model

Gambar 4. 27 Source Code Perhitungan Naive Bayes dan
Random Forest

Sehingga hasil dari kode program tersebut
diperoleh performa model Kklasifikasi menggunakan
algoritma Naive Bayes, ditinjau dari setiap kelas
berdasarkan nilai precision, recall, dan F1-Score. Nilai-
nilai ini ditampilkan dalam bentuk angka desimal

dengan rentang antara 0 hingga 1, yang apabila
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dikonversikan ke dalam  bentuk  persentase
menunjukkan tingkat keberhasilan model dalam
melakukan klasifikasi. Semakin mendekati angka 1,
maka semakin baik pula performa model tersebut.
Evaluasi lengkap hasil klasifikasi dengan algoritma

Naive Bayes ini dapat dilihat pada Gambar 4.28.

=== Evaluasi Multinomial Maive Bayes ===
Akurasi: @.8742368742368742
Presizi: @.8896118702872833
Recall: @.8742368742368742
Fl-score: @.8749926745212047
Confusion matrix:
[[238 &0 8]
5]

support
-85 386
-85 254
-92 259

accuracy -87

macro avg -88
weighted avg B .87

Gambar 4. 28 Hasil Pengukuran Evaluasi Performa Naive Bayes

Hasil dari evaluasi model menunjukkan bahwa
nilai precision, recall, dan F1-Score pada setiap kelas
dalam algoritma Naive Bayes memiliki tingkat performa
yang bervariasi. Berdasarkan hasil evaluasi, tingkat
keberhasilan sistem dalam menemukan ketepatan

prediksi atau yang disebut dengan precision, diperoleh
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untuk kelas negatif sebesar 95%, kelas netral sebesar
76%, dan kelas positif sebesar 95%. Untuk mengukur
sejauh mana sistem mampu menemukan kembali
informasi yang relevan atau recall, diperoleh hasil
sebesar 78% untuk kelas negatif, 96% untuk kelas
netral, dan 90% untuk kelas positif. Nilai F1-Score yang
merupakan harmonisasi antara precision dan recall,
diperoleh sebesar 85% untuk kelas negatif, 85% untuk
kelas netral, dan 92% untuk kelas positif. Secara
keseluruhan, nilai rata-rata berbobot (weighted
average) yang diperoleh dari proses evaluasi yaitu
precision sebesar 89%), recall sebesar 87%, dan F1-Score
sebesar 87%.

Selanjutnya, hasil evaluasi model menggunakan
algoritma Random Forest juga menunjukkan performa
klasifikasi berdasarkan precision, recall, dan F1-Score
untuk masing-masing kelas. Sama seperti pada metode
sebelumnya, nilai evaluasi ini dihitung berdasarkan hasil
prediksi dibandingkan dengan label sebenarnya, yang
dirangkum dalam bentuk multiclass confusion matrix.
Hasil evaluasi lengkap dari algoritma Random Forest

ditampilkan pada Gambar 4.29.
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=== Evaluasi Random Forest
Akurasi: @.3962148962148963
Presisi: ©.9126966041470974
Recall: ©.8962148962148963
Fl-score: 8.38977932749578851
Confusion matrix:

[[253 47

fl-score  support

-98 386
254
259

accuracy
macro avg
weighted avg

Gambar 4. 29 Hasil Pengukuran Evaluasi Performa Random
Forest

Hasil dari evaluasi model menunjukkan bahwa
nilai precision, recall, dan F1-Score pada setiap kelas
dalam algoritma Random Forest memiliki performa yang
cukup baik dan merata. Berdasarkan hasil evaluasi,
tingkat ketepatan prediksi sistem atau precision
diperoleh sebesar 98% untuk kelas negatif, 78% untuk
kelas netral, dan 97% untuk kelas positif. Dari sisi recall,
atau kemampuan sistem dalam menemukan kembali
informasi yang relevan, diperoleh nilai sebesar 83%
untuk kelas negatif, 98% untuk kelas netral, dan 89%

untuk kelas positif. Sementara itu, nilai F1-Score yang
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merupakan rata-rata harmonis dari precision dan recall,
diperoleh sebesar 90% untuk kelas negatif, 87% untuk
kelas netral, dan 93% untuk Kkelas positif. Secara
keseluruhan, berdasarkan hasil evaluasi, nilai rata-rata
berbobot (weighted average) dari Random Forest adalah
precision sebesar 91%, recall sebesar 90%, dan F1-Score

sebesar 90%.

. Visualisasi

Tahap akhir dalam penelitian ini adalah
memvisualisasikan hasil analisis sentimen
menggunakan diagram lingkaran dan wordcloud.
Wordcloud digunakan untuk menggambarkan frekuensi
kata yang sering muncul berdasarkan hasil klasifikasi
sentimen, sedangkan diagram lingkaran digunakan
untuk menunjukkan proporsi masing-masing kategori
sentimen. Visualisasi ini bertujuan untuk memberikan
gambaran mengenai jumlah serta distribusi sentimen
dalam ulasan pengguna terhadap aplikasi Getcontact di
Google Playstore. Selain itu, wordcloud membantu
mengidentifikasi kata-kata yang paling sering digunakan
dalam ulasan.

Berdasarkan  hasil akhir dari proses
preprocessing data, diperoleh total 1365 komentar

dengan sentimen negatif, 139 komentar netral, dan 496
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komentar positif.  Persentase  distribusi  data
berdasarkan  masing-masing sentimen tersebut

divisualisasikan dalam Gambar 4.30.
Positif

Negatif

Gambar 4. 30 Persentase Pada Sentimen

Pada Gambar 4.30 dapat disimpulkan bahwa
sentimen negatif mendominasi hasil analisis dengan
persentase sebesar 68.2%, diikuti oleh sentimen positif
sebesar 24.8%, dan sentimen netral sebesar 6.9%.
Persentase ini menunjukkan bahwa mayoritas pengguna

aplikasi Getcontact di Google Playstore memberikan
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tanggapan yang cenderung negatif terhadap aplikasi

tersebut.

Jumlah Data per Sentimen Sebelum SMOTE Jumlah Data per Sentimen Setelah SMOTE
1400 4 1400 4

1200 - 1200 4

1000 1000 4

Jumlah Data
Jumlah Data

Negatif Netral Positif Negatif Netral Positif

Gambar 4. 31 Jumlah Data Setelah SMOTE

Pada gambar 4.31 ditunjukkan pada grafik
sebelah kanan, setelah penyeimbangan menggunakan
metode SMOTE, jumlah data untuk ketiga kategori
sentimen menjadi sama rata, masing-masing dengan
1.365 data, sehingga total data adalah 4.095 setelah
penyeimbangan. Tujuan penyeimbangan ini adalah
untuk mengatasi masalah ketidakseimbangan kelas yang
dapat mengganggu kinerja model klasifikasi, sehingga
model dapat belajar dari masing-masing kategori
sentimen secara seimbang.

Selanjutnya, peneliti ingin mengetahui kata-kata

yang paling sering muncul dalam ulasan pengguna

88



aplikasi Getcontact di Google Play Store. Oleh karena itu,
dilakukan visualisasi data menggunakan wordcloud

yang ditampilkan pada Gambar 4.31.

Toplk Umum yang Banyak Dlperblncangkan
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Gambar 4. 32 Wordcloud Kata Populer Ulasan Pengguna

Berdasarkan Gambar 4.31, terlihat bahwa kata-
kata yang paling menonjol dibicarakan oleh pengguna
aplikasi Getcontact di Google Play Store ditampilkan
dengan ukuran huruf yang lebih besar. Kata-kata seperti
“premium”, “harus”, “bisa”, dan “dulu” menjadi kata yang
paling sering muncul dalam ulasan. Selain itu, terdapat
pula kata lain seperti “aplikasi”, “bagus”, “berbayar”, dan
“login” dan masih banyak lainnya.

Selanjutnya, peneliti juga ingin mengetahui
visualisasi wordcloud berdasarkan dua kategori
sentimen dengan jumlah terbanyak, yaitu sentimen

positif dan sentimen negatif. Gambar 4.32 menampilkan
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wordcloud yang merepresentasikan kata-kata yang
paling sering muncul pada masing-masing sentimen

tersebut.

WordCloud Sentimen Negatif WordCloud Sentimen Positif

25 dlapllka51 e
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(]J
"4
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Va1umayan %aik

Atu apkyE

Gambar 4. 33 Wordcloud pada Sentimen Negatif dan Positif

Pada Gambar 4.32 dapat disimpulkan bahwa
pada sentimen negatif, kata-kata seperti “harus’,
“premium”, “dulu”, dan “bisa” merupakan kata yang
paling sering muncul, yang mengindikasikan keluhan
pengguna terhadap fitur berbayar aplikasi. Sementara

» o«

itu, pada sentimen positif, kata “bagus”, “sangat”, dan
“membantu” mendominasi, menunjukkan bahwa
pengguna merasa puas dan terbantu dengan layanan
yang diberikan oleh aplikasi Getcontact. Ukuran kata
yang lebih besar menunjukkan frekuensi kemunculan

yang lebih tinggi dalam komentar pengguna.
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BABYV
KESIMPULAN DAN SARAN

A. Kesimpulan

Beberapa kesimpulan dapat dibuat berdasarkan

penelitian yang telah dilakukan:

1.

Penelitian ini membuktikan bahwa algoritma Naive
Bayes dan Random Forest dapat digunakan untuk
menganalisis sentimen ulasan pengguna aplikasi
Getcontact di Google Play Store. Proses klasifikasi
dimulai dari pengumpulan data melalui teknik web
scraping, dilanjutkan dengan tahapan
preprocessing, ekstraksi fitur menggunakan TF-IDF,
dan penanganan data tidak seimbang menggunakan
metode SMOTE. Selanjutnya dilakukan klasifikasi
menggunakan kedua algoritma. Dataset awal dibagi
menjadi 80% data latih dan 20% data uji.

Dari total 2000 ulasan yang dikumpulkan, diperoleh
1365 komentar bersentimen negatif, 496 komentar
bersentimen  positiff dan 139 komentar
bersentimen netral. Berdasarkan hasil klasifikasi,
sentimen negatif mendominasi dengan persentase
sebesar 68.2%, diikuti oleh sentimen positif sebesar
24.8%, dan sentimen netral sebesar 6.9%. Hal ini

menunjukkan  bahwa  mayoritas  pengguna
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memberikan tanggapan negatif terhadap aplikasi
Getcontact.

3. Evaluasi performa model menunjukkan bahwa
algoritma Random Forest menghasilkan klasifikasi
yang lebih baik dibandingkan Naive Bayes. Random
Forest mencatat akurasi sebesar 89,6%, dengan
nilai precision 91,3%, recall 89,6%, dan F1-score
89,8%. Sementara itu, Naive Bayes memiliki akurasi
87,4%, precision 88,9%, recall 87,4%, dan F1-score
87,5%. Berdasarkan hasil tersebut, Random Forest
terbukti lebih unggul dalam mengklasifikasikan
sentimen ulasan pengguna aplikasi Getcontact di

Google Playstore.

B. Saran

Penulis menyarankan beberapa hal berikut

berdasarkan penelitian yang dilakukan:
1. Penelitian ini hanya menggunakan data ulasan
pengguna aplikasi Getcontact dari Google Play Store.
Untuk pengembangan penelitian selanjutnya,
disarankan untuk mengambil data dari berbagai
platform lain seperti App Store atau media sosial
guna memperoleh hasil analisis sentimen yang lebih

beragam dan menyeluruh.
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2. Meskipun algoritma Random Forest menunjukkan
performa yang lebih baik dibandingkan Naive Bayes
dalam  penelitian ini, disarankan untuk
membandingkan lebih banyak metode klasifikasi
lainnya seperti Support Vector Machine (SVM) atau
K-NN, Decision Tree, dan lain sebagainya, agar
diperoleh model yang lebih optimal dalam akurasi
dan kecepatan pemrosesan.

3. Disarankan untuk menambahkan koleksi kamus
khusus yang memuat kata tidak baku atau istilah
gaul dalam proses preprocessing. Hal ini penting
mengingat banyaknya ulasan yang menggunakan
bahasa informal atau tidak standar, terutama dalam
konteks media sosial dan wulasan aplikasi.
Penanganan terhadap kata-kata tersebut dapat
meningkatkan akurasi analisis sentimen secara

keseluruhan.
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Lampiran 3 Source Code

import warnings

warnings.filterwarnings ("ignore")
'pip install google-play-scraper

from google play scraper import app
import pandas as pd
import numpy as np

from google play scraper import Sort, reviews
from datetime import datetime

# Scrape ulasan terbaru
result, continuation token = reviews (
'app.source.getcontact',
lang='id', # Bahasa ulasan (Indonesia)
country='id', # Lokasi ulasan (Indonesia)
sort=Sort .NEWEST, # Mengambil ulasan
terbaru
count=2000, # Jumlah ulasan yang ingin
diambil
filter score with= # Ambil semua
skor/rating

)

# Menentukan rentang waktu
start date = datetime (2024, 12, 31)
end date = datetime (2025, 1, 19)

# Filter ulasan berdasarkan rentang waktu
filtered reviews = |




review for review in result if start date
<= review['at'] <= end date

]

sentimen = []
for index, row in df.iterrows|() :

if row['score'] == 'positif':

sentimen.append (2)
elif row['score'] == 'netral':
sentimen.append (1)
else:
sentimen.append (0)
df ['sentiment'] = sentimen
df.head ()
import nltk
nltk.download ('punkt')
nltk.download ('stopwords"')
nltk.download ('wordnet')

# Cleaning
df['content'] = (
df [ 'content']
.str.replace ('https\S+',
regex= ) # Menghapus URL
.str.replace ('@\S+', ' ', case=
regex= ) # Menghapus mention
.str.replace ('#\S+', ' ', case=
regex= ) # Menghapus hashtag
.str.replace ("\'\w+", ' ', case=
regex= ) # Menghapus singkatan
.str.replace (" ["\w\s]", ' ', case=
regex= ) # Menghapus tanda baca




.str.replace("\s(2)", ' ', case= ,

regex= ) # Menghapus angka '2' dengan

spasi

)

# Case folding

df ['content'] = df['content'].str.lower ()

# impor word tokenize dari modul nltk

from nltk.tokenize import word tokenize

from nltk.tokenize import RegexpTokenizer
regexp = RegexpTokenizer ('"\w+')

df ['content token']=df['content'].apply (regexp.
tokenize)

df.head (10)

nltk.download ('stopwords')

from nltk.corpus import stopwords

# Make a list of english stopwords
stopwords =

nltk.corpus.stopwords.words ("indonesian")
# Extend the list with your own custom
stopwords

my stopwords = ['getcontact']
stopwords.extend (my stopwords)

# Remove stopwords

df ['content token'] =

df ['content token'].apply(lambda x: [item for
item in x if item not in stopwords])

df.head (10)

'pip install Sastrawi
# import Sastrawi package




from Sastrawi.Stemmer.StemmerFactory import
StemmerFactory

# create stemmer

factory = StemmerFactory ()

stemmer = factory.create stemmer ()
df ['stemmed'] =

df ['content token'].apply(lambda x:
[stemmer.stem(y) for y in x])

df [ 'stemmed'] =

df ['content token'].apply(lambda x:
[stemmer.stem(y) for y in x]) # Stem every
word.

df .head (10)

df ['text string'] = df['stemmed'].apply (lambda
x: ' '".join([item for item in x if
len(item)>3]))

df.head (5)

from sklearn.feature extraction.text import
TfidfVectorizer

from sklearn.model selection import
train test split

Ambil fitur dan label dari dataframe
= df['text string']
= df['sentiment']

Inisialisasi dan transformasi teks dengan TF-
IDF
tfidf = TfidfVectorizer ()




X final = tfidf.fit transform (X)

# Handling imbalanced using SMOTE

from imblearn.over sampling import SMOTE #
Handling Imbalanced

smote = SMOTE ()

x sm,y sm = smote.fit resample (X final,y)
X train , X test , y train , y test =
train test split(x sm , y sm ,

test size=0.2,random state=42)

feature names = tfidf.get feature names out ()
max docs = 5

for doc index in range (min (max_ docs,
x _sm.shape[0])) :
doc tfidf = x sm[doc index]

nonzero indices = doc_ tfidf.nonzero () [1]

tfidf scores = [(feature names[idx],

doc_tfidf[0, idx]) for idx in nonzero indices]

tfidf scores.sort (key=lambda x: x[1],
reverse=True)

print (£"\nDokumen {doc index}:")
for word, score in tfidf scores:
print (f" {word}: {score:.4f}")

from sklearn.naive bayes import MultinomialNB
from sklearn.ensemble import
RandomForestClassifier

from sklearn.metrics import accuracy score,
precision score, recall score, fl score




from sklearn.metrics import
classification report
from sklearn.metrics import confusion matrix

# Convert sparse matrices to dense arrays (if
applicable)

X train dense = X train.toarray ()

X test dense = X test.toarray ()

# Initialize models without random state
nb model = MultinomialNB ()
rf model = RandomForestClassifier ()

# Train models
nb model.fit (X train dense, y train)

rf model.fit (X train dense, y train)

# Predictions

nb pred = nb model.predict (X test dense)

rf pred rf model.predict (X test dense)

# Evaluation function
def evaluate model (y test, predicted,
model name) :

print (f"=== Evaluasi {model name} ===")

print ("Akurasi:", accuracy score (y test,
predicted))

print ("Presisi:", precision score (y test,
predicted, average="weighted"))

print ("Recall:", recall score(y test,
predicted, average="weighted"))

print ("Fl-score:", fl score(y test,
predicted, average="weighted"))




print (£'Confusion
matrix:\n{confusion_matrix(y_test,
predicted) } ")

print (classification report (y test,

predicted, zero division=0))
print ("\n")

# Evaluate each model

evaluate model (y test, nb pred, "Multinomial
Naive Bayes")

evaluate model (y test, rf pred, "Random
Forest")

from wordcloud import WordCloud
from collections import Counter
import matplotlib.pyplot as plt

def generate wordcloud(text series, title, ax):
# Gabungkan seluruh teks
full text ="

".join (text series.astype (str))

# Hitung frekuensi kata
word freq = Counter (full text.split())

# Ambil top 100 kata paling sering
most common words =

dict (word freg.most common (100))

# Buat WordCloud dari kata-kata terbanyak




wordcloud = WordCloud(width=800,
height=400,
background color='white') .generate from frequen

cies (most common words)

ax.imshow (wordcloud,
interpolation="'bilinear"')

ax.set title(title)

ax.axis ('off'")

# Siapkan figure untuk 3 wordcloud
fig, axes = plt.subplots(l, 3, figsize=(22, 6))

# 1. WordCloud Semua Komentar
generate wordcloud(df['content'], "Topik Umum
yang Banyak Diperbincangkan", axes[0])

# 2. WordCloud Sentimen Negatif

generate wordcloud(df[df['sentiment'] ==

0] ['content'], "WordCloud Sentimen Negatif",
axes|[1])

# 3. WordCloud Sentimen Positif
generate wordcloud(df[df['sentiment'] ==
2] ['content'], "WordCloud Sentimen Positif",

axes|[2])

plt.tight layout ()
plt.show ()

import matplotlib.pyplot as plt




# Hitung jumlah data untuk masing-masing
sentimen
sentiment counts =

df ['sentiment'].value counts () .sort index() #

pastikan 0,1,2 urut
labels = ['Negatif', 'Netral', 'Positif']
colors = ['"#ffebob', '#fecab7', '#1lddlal']

# Buat pie chart

plt.figure(figsize=(6, 6))

plt.pie(sentiment counts, labels=labels,
autopct="'%1.1£f%%"', colors=colors,
startangle=140)

plt.axis('equal') # untuk membuat pie chart
lingkaran

plt.show ()
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Lampiran 4 Tampilan Web Prediksi Sentimen Ulasan

Prediksi Sentimen Ulasan dengan
Naive Bayes & Random Forest

.

terlaly membantu tetapi tidak merugikan

Hasil Prediksi:

Naive Bayes Random Forest

Netral Sentimen: Netral
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Lampiran 5 Source Code Web

import streamlit as st
import joblib

nb_model = joblib.load("nb_smote model.pkl")
rf_model = joblib.load("rf smote model.pkl")
tfidf = joblib.load("tfidf_smote.pkl")

st.title("Prediksi Sentimen Ulasan dengan Naive
Bayes & Random Forest")

user_input = st.text area("Masukkan ulasan:")

if st.button("Prediksi™):
if user_input.strip() ==
st.warning("Silakan masukkan teks ulasan
terlebih dahulu.™)
else:

input_vect = tfidf.transform([user_input])

pred nb = nb _model.predict(input vect)[0]

pred rf = rf _model.predict(input vect)[0]
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label map = {@: "Negatif", 1: "Netral", 2:
"Positif"}

sentiment_nb label map.get(pred_nb,
str(pred_nb))

sentiment_rf label map.get(pred_rf,
str(pred_rf))

st.write("### Hasil Prediksi:")
coll, col2 = st.columns(2)
with coll:
st.subheader("Naive Bayes")
st.success(f"Sentimen:
**{sentiment nb}**")
with col2:
st.subheader("Random Forest™)
st.success(f"Sentimen:
**{sentiment rf}**")
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