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ABSTRAK 

Play Store sebagai salah satu platform penyedia mengalami 

penurunan jumlah aplikasi sebesar 45,9% hingga awal tahun 

2025 yang menandakan persaingan semakin ketat antara 

aplikasi yang mengharuskan pengembang untuk terus 

meningkatkan kualitas dan daya saing produknya. Melalui 

ulasan pengembang dapat mengukur kepuasan pelanggan dan 

memantau persaingan pada produk atau layanan serupa. 

Peningkatan jumlah pengguna suatu aplikasi akan berdampak 

pada volume ulasan yang mayoritasnya berupa data tidak 

terstruktur. Untuk dapat mengekstrak informasi penting 

diperlukan pendekatan yang secara otomatis, yaitu dengan 

analisis sentimen. Pada studi ini akan membandingkan 

performa dari dua algoritma klasifikasi yakni SVM dan NB 

dengan tahapan meliputi pengumpulan data, persiapan data, 

preprocessing, modeling, evaluasi model, visualisasi dan 

analisis. Data ulasan yang digunakan adalah ulasan dari  

aplikasi MyPertamina dengan jumlah 14.000 ulasan. 

Berdasarkan studi, didapatkan data ulasan hasil preprocessing 

didominasi oleh sentimen negatif sebesar 66%. Adapun model 

klasifikasi SVM lebih unggul dibandingkan NB di dua skenario 

data. Dari dua skenario tersebut model dengan kombinasi 

metode SMOTE memiliki akurasi yang lebih baik dibandingkan 

model awal. Model SVM memiliki performa tertinggi dengan 

akurasi 88,11%, precision 88%, recall 88% dan f1-score 88%, 

sedangkan model NB mendapat akurasi 86,52%, precision 

86%, recall 87% dan f1-score 86%. Perbedaan akurasi sebesar 

1,59%, precision 2%, recall 1% dan f1-score 2% membuat 

model SVM lebih unggul dibandingkan model NB. Integrasi 

sistem analisis sentimen kedalam aplikasi berbasis web telah 

berhasil dengan hasil 100% pada pengujian Black Box Testing. 

Kata kunci : Analisis Sentimen, SVM, Naive Bayes, TF-IDF, 

SMOTE, Webiste  
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BAB I  

PENDAHULUAN 

 

A. Latar Belakang 

Pengguna telepon seluler di Indonesia  mencapai 

67,29% dari total populasi penduduk di tahun 2023 

(Badan Pusat Statistik, 2024). Peningkatan ini mendorong 

pertumbuhan aplikasi seluler di sektor pendidikan, 

kesehatan, dan e-commerce, yang mengubah pola interaksi 

masyarakat di era digital. 

Play Store sebagai salah satu platform penyedia 

aplikasi android menjadi sangat penting dalam ekosistem 

digital. Pada tahun 2021, terdapat tiga juta aplikasi di Play 

Store yang jumlah tersebut justru mengalami penurunan 

sebesar 45,9% hingga awal tahun 2025 (AppBrain, 2025). 

Penurunan ini dipengaruhi oleh berbagai sebab, salah 

satunya adalah persaingan semakin ketat antara aplikasi 

yang mengharuskan pengembang untuk terus 

meningkatkan kualitas dan daya saing produknya agar 

tetap relevan dan diminati pengguna. 

Ulasan pengguna menjadi sumber daya penting bagi 

pengembang untuk meningkatkan sistem, layanan dan 

produk mereka (Nandwani & Verma, 2021). Melalui ulasan 

pengembang dapat mengukur kepuasan pelanggan dan 
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memantau persaingan pada produk atau layanan serupa. 

Bagi calon pengguna, ulasan berguna untuk memperoleh 

informasi lebih lanjut tentang produk sebelum membuat 

keputusan. Peningkatan jumlah pengguna suatu aplikasi 

akan berdampak pada volume ulasan yang mayoritasnya 

berupa data tidak terstruktur. Untuk dapat mengekstrak 

informasi penting melalui proses manual akan memakan 

sumber daya yang besar. Oleh karena itu, diperlukan 

pendekatan yang dapat secara otomatis menganalisis 

sentimen dari data ulasan, yaitu dengan menggunakan 

analisis sentimen (Handayanna & Ayu Nur Wulandari, 

2024). 

Dalam Islam, pentingnya pengolahan informasi dengan 

cermat juga ditekankan dalam Al-Quran, salah satunya 

dalam Surah Al-Isra’/17:36, sebagai berikut : 

 

ىِٕكاَ ك ل ا وَالْف ؤَادَا وَالْبَصَراَ الس مْعاَ انِ ا عِلْم  ا بِه ا لكَاَ لَيْساَ مَا تقَْف ا وَلَا
عَنْه ا كَاناَ ا ول ٰۤ  

  مَسْـُٔوْلًا

Terjemahan : 

“Janganlah engkau mengikuti sesuatu yang tidak 
kau ketahui. Sesungguhnya pendengaran, penglihatan, 
dan hati nurani, semua itu akan diminta 
pertanggungjawabannya (Quran NU Online, n.d.).” 
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Dari ayat tersebut dapat dipahami bahwa Islam 

mengajarkan pentingnya dalam verifikasi dan analisis 

informasi yang cermat agar terhindar dari kesalahan atau 

bias. Hal tersebut sesuai dengan prinsip ilmiah yang 

menekankan metode yang tepat dan berbasis data yang 

valid untuk menghasilkan kesimpulan yang akurat dan 

dapat dipertanggungjawabkan. 

Analisis sentimen atau klasifikasi sentimen merupakan 

proses mengekstraksi atau mengklasifikasi informasi 

penting dari opini pengguna untuk menentukan apakah 

bersifat positif, netral, atau negatif (Onyenwe et al., 2020). 

Analisis sentimen ini memiliki banyak penerapan seperti 

untuk memahami opini publik di media sosial, analisis 

produk, manajemen perusahaan, dan tren pasar saham 

(Raghunathan & Saravanakumar, 2023). Dalam melakukan 

analisis sentimen terdiri dari beberapa proses yang perlu 

dilakukan seperti persiapan data, preprocessing, ekstraksi 

fitur, pemodelan, dan evaluasi (Imelda & Arief Ramdhan 

Kurnianto, 2023).  

Tahapan mengubah data tidak terstruktur menjadi 

kumpulan data bersih dan terstruktur disebut 

preprocessing (Bordoloi & Biswas, 2023).  Proses ini sangat 

penting agar performa model lebih akurat dalam 

mengklasifikasikan data. Dengan proses yang tepat, fitur 

yang tidak relevan akan direduksi data menjadi 



 

4 
 

terstandarisasi sehingga memudahkan algoritma 

mengelompokkan data dengan kesalahan prediksi yang 

rendah.  Selain preprocessing, terdapat beberapa metode 

yang dapat meningkatkan performa model salah satunya 

penggunaan metode ekstraksi fitur seperti TF-IDF. 

Term Frequency-Inversion Document Frequency (TF-

IDF) adalah metode yang digunakan untuk mengekstraksi 

fitur. TF-IDF bekerja dengan menghitung nilai frekuensi 

kata dan frekuensi invers pada dokumen. Menurut Alzami 

bersama koleganya pada penelitian ulasan Amazon Food 

menunjukkan bahwa ekstraksi fitur menggunakan TF-IDF 

lebih unggul dibandingkan menggunakan metode seperti 

Bag of Words (BoW), Word2Vec dan hibrid (Alzami et al., 

2020). Selain penggunaan ekstraksi fitur, penggunaan 

metode untuk mengatasi ketidakseimbangan kelas data 

juga  perlu ditambahkan. 

Distribusi kelas tidak merata dapat memengaruhi 

proses pelatihan model, menyebabkan bias yang 

merugikan kelas mayoritas. Dalam mengatasi 

ketidakseimbangan kelas data, penggunaan metode 

oversampling diperlukan. Synthetic Minority 

Oversampling Technique (SMOTE) merupakan metode 

oversampling yang bekerja dengan mengambil sampel dari 

kelas minoritas yang kemudian dibuat menjadi sampel 

sintetis dengan cara menggabungkan antar sampel dari 
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kelas minoritas, sehingga tercipta sampel baru (Wang et al., 

2021). Dalam penelitian yang dilakukan Ardianto bersama 

koleganya, penggunaan metode tambahan seperti 

ekstraksi fitur TF-IDF yang digabungkan dengan SMOTE 

berhasil meningkatkan performa model yang dibuat 

(Ardianto et al., 2020). 

Pada analisis sentimen terdapat sejumlah algoritma 

klasifikasi yang sering digunakan, yaitu K-Nearest 

Neighboor (K-NN), Random Forest (RF), Logistic Regresion 

(LR), Support Vector Machine (SVM), Naive Bayes (NB), dan 

lain sebagainya. Pada studi ini akan membandingkan 

antara dua algoritma,  yakni SVM dan NB. Penggunaan 

kedua algoritma ini didasarkan pada performa model 

dalam mengklasifikasikan teks. 

SVM merupakan metode machine learning yang 

mengklasifikasikan fitur data ke dalam vektor dengan 

menentukan garis linear hyperplane yang memisahkan 

data ke dalam kategori dan menghitung jarak terjauh 

antara support vector (Mehra & Choudhury, 2018). SVM 

cocok digunakan untuk jumlah data yang kecil dengan hasil 

akurasi yang tinggi. Namun, efisiensi SVM akan berkurang 

pada klasifikasi dengan data besar karena komputasi yang 

kompleks untuk menemukan hyperplane.  

Adapun NB menggunakan probabilitas untuk 

mengklasifikasikan data berdasarkan Teorema Bayes yang 
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mengasumsikan tidak adanya korelasi antara fitur data. 

Keunggulan algoritma yang sederhana ini membuatnya 

cocok untuk mengolah data yang besar. NB dipilih pada 

analisis sentimen karena mudah diterapkan, tidak 

memerlukan banyak parameter, komputasi ringan dan 

akurasi yang cukup tinggi (Alzami et al., 2020).  

Ulasan pengguna aplikasi di Play Store telah banyak 

dikaji pada berbagai studi klasifikasi sentimen khususnya 

yang menggunakan metode SVM dan NB. Sebagian besar 

studi tersebut memerlukan pemahaman dan keahlian 

dalam pemrograman. Berdasarkan informasi tersebut 

implementasi sistem klasifikasi sentimen pengguna 

aplikasi di Play Store berbasis website belum banyak 

dilakukan. Studi ini bertujuan merancang aplikasi web 

klasifikasi sentimen pengguna aplikasi secara 

berkelanjutan yang memungkinkan pengguna non-

teknis  melakukan proses analisis sentimen tanpa menulis 

kode pemrograman. Aplikasi ini diharapkan dapat 

memberikan solusi yang efisien untuk analisis sentimen 

ulasan pengguna, memfasilitasi pengembang aplikasi 

dalam memahami sentimen pengguna terhadap produk 

mereka dan membantu peneliti dalam memahami 

sentimen pengguna aplikasi yang mereka teliti. 
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B. Rumusan Masalah 

1. Bagaimana merancang sistem dan membuat model 

untuk mengklasifikasikan sentimen pengguna aplikasi 

di Play Store ? 

2. Bagaimana perbandingan performa model dari 

algoritma SVM dan NB dalam mengklasifikasikan 

sentimen pengguna aplikasi di Play Store? 

3. Bagaimana mengintegrasikan sistem ke dalam aplikasi 

berbasis web menggunakan Flask? 

C. Batasan Penelitian 

1. Dataset dalam studi ini diperoleh dari ulasan pengguna 

aplikasi MyPertamina  di Play Store yang tersedia 

dalam bahasa Indonesia dan dapat diunduh oleh 

pengguna di Indonesia. 

2. Algoritma SVM dan NB digunakan untuk 

mengklasifikasikan sentimen pada studi ini. 

3. Dalam mengoptimalkan performa model akan 

menggunakan metode TF-IDF dan SMOTE. 

4. Model pada penelitian ini dibuat dengan bahasa 

pemrograman Python. 
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D. Tujuan Penelitian 

1. Merancang sistem dan membuat model untuk 

mengklasifikasikan sentimen pengguna aplikasi di Play 

Store. 

2. Membandingkan performa model yang telah dibuat 

dalam mengklasifikasikan sentimen pengguna aplikasi 

di Play Store. 

3. Mengintegrasikan sistem yang telah dibuat ke dalam 

aplikasi berbasis website menggunakan Flask. 

E. Manfaat Penelitian 

1. Manfaat Teoritis 

Studi ini berguna sebagai referensi pada penerapan 

teknik preprocessing, TF-IDF, dan SMOTE untuk 

meningkatkan performa model klasifikasi sentimen 

pengguna aplikasi di Google Play Store.  

2. Manfaat Praktis 

Sebagai alat analisis yang memudahkan pengguna 

dalam melakukan analisis sentimen dengan 

menyajikan hasil performa model dan visualisasi data 

yang mendukung pengambilan keputusan bagi 

pengembang maupun peneliti. 
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BAB II  

LANDASAN PUSTAKA 

A. Analisis Sentimen 

Analisis sentimen erat kaitannya dengan beberapa 

bidang, seperti komputasi linguistik, pemrosesan bahasa 

alami (NLP), penambangan teks, dan analisis teks. Analisis 

sentimen adalah disiplin ilmu dari pemrosesan bahasa 

alami (NLP) yang mengkaji persepsi, perasaan dan emosi 

seseorang (Talaat, 2023) dari berbagai modalitas seperti 

teks, gambar, dan suara (Zhao et al., 2024). Analisis 

sentimen atau penambangan pendapat adalah tahapan 

menganalisis dan mengelompokkan sentimen  pengguna 

sebagai positif, netral, atau negatif (Bordoloi & Biswas, 

2023). Tujuan dari analisis sentimen untuk memahami 

emosi yang tersirat dalam informasi yang tidak terstruktur 

(Raghunathan & Saravanakumar, 2023).  

Berdasarkan level sentimennya, analisis sentimen 

dapat dibedakan menjadi tiga, yaitu level aspek, level 

kalimat, dan level dokumen (Zhao et al., 2024). Pada level 

aspek setiap aspek yang muncul dalam kalimat akan 

diberikan nilai polaritas yang kemudian nilai-nilai tersebut 

digabungkan untuk menentukan sentimen keseluruhan 

kalimat (Wankhade et al., 2022). Adapun pada level kalimat 

polaritas ditentukan sesuai dengan hasil analisa setiap 
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kalimat. Terakhir pada level dokumen setiap dokumen 

dianggap hanya mewakili satu polaritas. Pada penelitian 

ini, analisis sentimen akan berfokus pada level dokumen 

dengan pendekatan berbasis machine learning. 

Analisis sentimen memiliki dua pendekatan yang 

umum digunakan, yaitu pendekatan berbasis 

pembelajaran mesin (ML) dan pendekatan berbasis 

leksikal. Pendekatan berbasis pembelajaran mesin  

memungkinkan sistem untuk mempelajari pola pada 

dataset yang diberikan. Salah satu metode berbasis 

pembelajaran mesin seperti supervised learning, metode 

ini membutuhkan data berlabel untuk melatih model yang 

kemudian akan diuji untuk mengetahui performa model 

tersebut (Raghunathan & Saravanakumar, 2023). Berbeda 

dengan pendekatan sebelumnya, pendekatan leksikal 

menggunakan kamus yang berisi kata-kata dengan nilai 

sentimen yang telah ditentukan berdasarkan polaritasnya. 

Nilai-nilai ini akan dijumlahkan atau dirata-ratakan untuk 

mendapatkan sentimen keseluruhan dari kalimat atau 

dokumen (Nandwani & Verma, 2021). Perbedaan antara 

kedua pendekatan tersebut terletak pada cara kerjanya,  

metode pembelajaran mesin memerlukan proses training 

untuk mencari pola data, sedangkan pendekatan leksikal 

akan menyesuaikan teks yang ada dengan kamus dengan 

nilai sentimen yang telah ditentukan.  
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B. Preprocessing 

Proses mengubah data tidak terstruktur menjadi 

kumpulan data yang bersih dan terstruktur disebut 

preprocessing (Bordoloi & Biswas, 2023).  Terdapat enam 

tahapan yang harus dijalankan pada proses ini yang 

meliputi case folding, cleansing, normalisasi, tokenization, 

stopword removal, dan lemmatization. Proses preprocessing 

yang tepat, dapat meningkatkan performa dari model 

analisis sentimen. Dalam penelitian ini tahap preprocessing 

memiliki sejumlah proses, yakni : 

1. Case Folding 

Pada proses ini, seluruh ulasan akan diubah ke huruf 

kecil (lowercase) agar memiliki format penulisan yang 

konsisten sehingga terhindar dari duplikat kata. 

2. Cleansing  

Pada proses ini, ulasan  akan dibersihkan dari bilangan 

angka, tanda baca, simbol, dan URL. 

3. Normalisasi 

Pada proses ini, bahasa gaul (slang) dan kata yang 

tidak baku akan diubah ke bentuk baku yang sesuai 

dengan aturan KBBI.  
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4. Tokenization  

Pada proses ini, teks akan dipecah menjadi unit-unit 

kata dengan menghilangkan spasi. Hasil dari proses ini 

dikenal sebagai token. 

5. Stopword Removal 

Pada proses ini, kata-kata yang sering muncul tapi 

tidak memiliki informasi penting seperti kata hubung, 

kata ganti, kata tanya dan lain sebagainya akan 

dihapus. 

6. Lemmatization 

Pada tahap ini, seluruh kata yang berimbuhan dan kata 

perulangan pada kalimat akan diubah ke bentuk 

dasarnya. 

C. TF-IDF 

Term Frequency-Inversion Document Frequency (TF-

IDF)  merupakan metode pembobotan yang memberikan 

bobot untuk setiap kata pada sebuah dokumen (Putra et al., 

2024). TF-IDF umum digunakan dalam ekstraksi fitur. 

Metode ini mengubah teks ke dalam matrix yang dimana 

setiap angka mempresentasikan seberapa pentingnya 

informasi yang ada pada fitur tersebut dalam suatu 

dokumen (Nandwani & Verma, 2021).  TF-IDF bertujuan 

untuk menentukan seberapa relevannya data di dalam 

dokumen dengan pembobotan kata . Pada TF sebuah kata 
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dianggap penting jika sering muncul dalam dokumen. 

Sebaliknya, IDF menilai semakin jarang kata muncul pada 

dokumen lain maka semakin tinggi tingkat 

kepentingannya. TF-IDF dapat dihitung menggunakan 

persamaan 2.1 berikut :  

𝑇𝐹𝐼𝐷𝐹 (𝑑, 𝑡) = 𝑇𝐹(𝑑, 𝑡)  .   𝐼𝐷𝐹(𝑡) (2.1) 

        

𝑇𝐹(𝑑, 𝑡) =  
𝑗𝑢𝑚𝑙𝑎ℎ 𝑘𝑎𝑡𝑎 𝑡 𝑝𝑎𝑑𝑎 𝑑𝑜𝑘𝑢𝑚𝑒𝑛 𝑑

𝑡𝑜𝑡𝑎𝑙 𝑘𝑎𝑡𝑎 𝑝𝑎𝑑𝑎 𝑑𝑜𝑘𝑢𝑚𝑒𝑛 𝑑
 (2.2) 

 

𝐼𝐷𝐹(𝑡) = 𝑙𝑜𝑔
𝑡𝑜𝑡𝑎𝑙 𝑑𝑜𝑘𝑢𝑚𝑒𝑛

𝑗𝑢𝑚𝑙𝑎ℎ 𝑑𝑜𝑘𝑢𝑚𝑒𝑛 𝑦𝑎𝑛𝑔 𝑚𝑒𝑛𝑔𝑎𝑛𝑑𝑢𝑛𝑔 𝑘𝑎𝑡𝑎 𝑡
 (2.3) 

 

Keterangan :  

TF-IDF(d,t) = Nilai TF-IDF untuk kata t pada dokumen d 

TF(d,t)        = Frekuensi relatif kemunculan kata t pada 

dokumen d 

IDF(t)  = Logaritma dari kebalikan frekuensi dokumen 

yang mengandung kata t, dihitung berdasarkan seluruh 

korpus dokumen 

D. SMOTE 

Synthetic Minority Oversampling Technique (SMOTE) 

merupakan metode oversampling  diperkenalkan oleh 
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Chawla et al. (2002). SMOTE meningkatkan jumlah kelas 

minoritas dengan membuat sampel sintetis dari kelas 

tersebut. Pengambilan sampel kelas dilakukan secara acak 

dari k tetangga terdekat dari suatu sampel yang dilanjutkan 

dengan menambahkan data baru di sepanjang jalur linear 

yang menggabungkan sampel tersebut dengan tetangga 

terpilih. Tujuan dari oversampling ini adalah untuk 

meratakan distribusi kelas tanpa menghilangkan informasi 

seperti undersampling (Utami, 2022). Proses sintesis data 

mengacu pada persamaan 2.4. 

𝑥𝑛𝑒𝑤  =  𝑥𝑖 +  ( 𝑥𝑗  | 𝑥𝑖 ) 𝛿 (2.4) 

Keterangan :  

𝑥𝑛𝑒𝑤 = Data sintesis yang diciptakan  

𝑥𝑖    = Sampel kelas minoritas yang menjadi oversampling 

𝑥𝑗    = Data terdekat dari sampel minoritas 

𝛿    = Bilangan acak di rentang 0 dan 1 

E. SVM 

Support Vector Machine (SVM) merupakan metode 

supervised learning berbasis kernel yang umum digunakan 

untuk klasifikasi dan regresi (Dimas Sulistiyo & Shihab, 

2023; Prastyo et al., 2020). Metode ini diperkenalkan 

pertama kali oleh Vapnic yang digunakan untuk membuat 
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hyperplane yang memisahkan kelas data dalam ruang 

dimensi tertentu (Kusumaningrum et al., 2021). Tujuan 

dari metode ini adalah untuk menemukan hyperplane 

terbaik  yang memaksimalkan jarak margin (Hasanli & 

Rustamov, 2019). Secara sederhana, metode ini 

merepresentasikan data dalam bentuk vektor, kemudian 

membangun hyperplane sebagai pemisah antar kelas dan 

memilih hyperplane terbaik dengan margin maksimal 

untuk  pemisahan yang optimal.  

Penggunaan SVM popular dalam klasifikasi karena 

performa generalisasi yang baik pada data pelatihan yang 

terbatas. Disisi lain, efisiensi metode ini akan berkurang 

pada klasifikasi dengan data besar karena komputasi yang 

kompleks untuk menemukan hyperplane .  

F. Naive Bayes 

Naï ve Bayes (NB) menggunakan probabilitas untuk 

mengklasifikasikan data berdasarkan Teorema Bayes yang 

mengansumsikan tidak adanya korelasi antara fitur data. 

NB bekerja dengan mengklasifikasikan data pada kategori 

yang sesuai dengan menggunakan nilai probabilitas 

tertinggi. Keunggulan algoritma yang sederhana ini 

membuatnya cocok untuk mengalah data yang besar. NB 

dipilih pada analisis sentimen karena mudah diterapkan, 

tidak memerlukan banyak parameter, komputasi ringan  
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dan akurasi yang cukup tinggi  (Sabilly & Agung Nugroho, 

2023). NB dapat dihitung menggunakan persamaan 2.7. 

𝑃(𝐻|𝐸) =  
𝑃 (𝐸|𝐻) × 𝑃(𝐻)

𝑃(𝐸)
 (2.7) 

Keterangan :  

H  =  Hipotesis data E dari kelas spesifik 

E  =  Data dengan kelas yang belum diketahui 

P(H|E)  = Probabilitas hipotesis H berdasarkan kondisi 

E (Posterior)  

P(E|H)  = Probabilitas E berdasarkan kondisi tersebut 

(Likelihood)  

P(H)  =  Probabilitas hipotesis H (Prior)  

P(E)  =  Probabilitas dari E (Evidance)  

G. Confusion Matrix 

Confusion Matrix adalah metode evaluasi model untuk 

mengukur performa dari model yang dihasilkan (Sabilly & 

Agung Nugroho, 2023). Metode ini memvisualisasikan 

performa model dengan komponen seperti accuracy, 

precision, recall, dan F1-score yang memberikan gambaran 

komprehensif tentang kemampuan model (Madyatmadja 

et al., 2025). Adapun confusion matrix ditunjukkan pada 

tabel 2.1. 
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Tabel 2.1 Confusion Matrix 

 
Actual class 

P N 

Predicted class 
P TP  FP  

N FN TN 

 

Keterangan: 

TP (True Positive)  = data positif yang diprediksi sebagai 

positif 

FP (False Positive) = data negatif yang salah diprediksi 

sebagai positif  

TN (True Negative)  = data negatif yang diprediksi sebagai 

negatif 

FN (False Negative) = data positif yang salah diprediksi 

sebagai data negatif 

Berdasarkan nilai tersebut dapat dihitung performa 

model dengan accuracy, precision, recall, dan F1-score. 

Accuracy mengukur tingkat keakuratan model dengan 

prediksi yang benar.  Accuracy dapat dihitung 

menggunakan persamaan 2.7.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 × 100% (2.7) 

Precision mengukur tingkat akurasi yang ada antara 

informasi yang diminta dengan respons sistem. Precision 

dapat  dihitung menggunakan persamaan 2.8.  
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 × 100% (2.8) 

Recall mengukur tingkat akurasi semua informasi 

terkait yang telah diklasifikasikan dengan benar 

(Raghunathan & Saravanakumar, 2023). Recall dapat 

dihitung menggunakan persamaan 2.9.  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 × 100% (2.9) 

F1-score merupakan parameter tunggal untuk 

mengevaluasi kinerja model secara seimbang dengan 

menggabungkan precision dan recall. F1-score dapat 

dihitung menggunakan persamaan 2.10. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
  (2.10) 

H. Flask 

Flask adalah microframework yang menggunakan 

bahasa pemrograman Python untuk membuat aplikasi 

berbasis web (Zainudin & Yunant, 2019). Flask pertama 

kali diperkenalkan oleh Armin Ronacher pada 2004. Selain 

digunakan untuk membuat aplikasi berbasis web, Flask 

juga digunakan untuk membuat REST API.  Flask cocok 

untuk pembuatan aplikasi berbasis web yang cepat dan 

mudah, hal ini dikarenakan fleksibilitas dan kemudahan 
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yang ditawarkan oleh framework ini. Pengembang dapat 

membuat user interface menggunakan Jinja, menghandle 

input dari user, dan berkomunikasi dengan model machine 

learning dengan lancar. Struktur Flask yang modular juga 

memudahkan untuk mengintegrasikan komponen lain 

seperti database atau layanan external lainya untuk 

meningkatkan fungsi aplikasi.  

Dalam penelitian ini, Integrasi machine learning 

dengan Flask dapat menciptakan user interface yang 

memungkinkan pengguna melakukan proses analisis 

sentimen dengan lebih mudah. Hal ini juga dapat 

mempersingkat waktu yang digunakan untuk melakukan 

analisa sentimen karena pada aplikasi yang dibuat seluruh 

proses dilakukan dalam satu aplikasi mulai dari proses 

pengumpulan data hingga pengujian model. 

I. Kajian Penelitian yang Relevan 

Pada penelitian yang dilakukan oleh Madyatmadja dan 

koleganya menggunakan beberapa metode, yakni NB, SVM, 

dan RF dengan membandingkan metode mana yang paling 

efektif dalam mengklasifikasikan sentimen pengguna pada 

aplikasi Snapchat. Pada penelitian tersebut ditemukan 

ketidakseimbangan kelas pada dataset yang digunakan 

yang mana kelas positif lebih banyak daripada kelas negatif 

dan didapat hasil akurasi  tertinggi menggunakan metode 
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RF sebesar 83% yang dikuti SVM sebesar 81% dan NB 

80%.  

Penelitian lain dilakukan oleh Ardianto dan koleganya 

pada 2020, meneliti tentang pendidikan e-sport di 

Indonesia melalui Twitter. Penelitian ini membandingkan 

dua algoritma klasifikasi  NB dengan SVM yang dipadukan 

metode TF-IDF untuk ekstraksi fitur dan SMOTE untuk 

penanganan ketidakseimbangan data. Pada penelitian ini, 

penggunaan metode SMOTE berhasil meningkatkan 

akurasi dari model NB sebesar 19,58 % yang awalnya 

50,74% menjadi 70.32% dan pada model SVM akurasi yang 

didapat sebesar 66,92%. 

Penelitian berikutnya yang dilakukan oleh 

Mustasaruddin dan koleganya meneliti tentang klasifikasi 

sentimen pengguna aplikasi MyPertamina di Play Store. 

Pada penelitian tersebut  menggunakan pendekatan 

leksikal dalam mengklasifikasikan ulasan dengan 

algoritma SVM serta metode undersampling dan FastText. 

Berdasarkan hasil uji yang dilakukan didapat hasil tertinggi 

akurasi sebesar 80% pada rasio split data 90:10  tanpa 

penggunaan undersampling, sedangkan penggunaan 

undersampling didapat penurunan akurasi menjadi 67% 

yang terjadi karena reduksi data pada kelas mayoritas yang 

menghilangkan informasi pada data latih. 
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Penelitian selanjutnya dilakukan oleh Bahtiar dan 

koleganya yang bereksperimen dengan metode pelabelan 

berdasarkan rating ulasan pada empat aplikasi 

Marketplace yaitu Shopee, Tokopedia, Lazada dan Blibli. 

Peneliti membandingkan hasil akurasi dan waktu proses 

algoritma NB dengan Logistic Regresion. Berdasarkan 

penelitian tersebut didapatkan penggunaan dua label 

(positif dan negatif) memiliki performa lebih baik 

dibanding menggunakan tiga label (positif, netral dan 

negatif) dengan akurasi terbaik sebesar 84,58% pada 

Logistic Regresion menggunakan dua label dan waktu 

pemrosesan NB lebih cepat yaitu dibawah 0.067 detik pada 

semua pengujian dibandingkan Logistic Regresion  dengan 

waktu tercepatnya 0.47 detik. 

Tabel 2.2 Kajian Penelitian 

Peneliti Metode Akurasi Gap 

Madyatmadja 
et al. (2025) 

NB 80 Belum 
menggunakan 
metode untuk 
penanganan 

ketidakseimbangan 
data  

SVM 81 

RF 83 

Ardianto et al. 
(2020) 

NB + SMOTE 70 Pada preprocessing 
belum ada tahap 

normalisasi  
SVM + SMOTE 67 

Mustasaruddin 
et al. (2023) 
 

SVM  80 Metode 
penanganan 

ketidakseimbangan 
data yang 

SVM+ 
Undersampling 

67 
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digunakan belum 
berhasil 

meningkatkat 
performa model  

Bahtiar et al. 
(2023) 
 

NB 2 label 84 
Pada preprocessing 
belum ada tahap 

normalisasi 

NB 3 label 71 
LR 2 label 85 
LR 3 label 73 

 

Berdasarkan tabel 2.2 dapat dilihat gap dari penelitian 

sebelumnya, yaitu penggunaan metode oversampling 

berhasil meningkatkan performa model, sementara 

penggunaan metode undersampling belum berhasil karena 

menurunkan performa model. Hal ini menunjukkan 

pemilihan metode penanganan ketidakseimbangan data 

yang tepat diperlukan. Selanjutnya, optimalisasi proses 

preprocessing belum dilakukan dengan normalisasi data 

dari kata slang. Terakhir belum adanya implementasi 

sistem yang dibuat tersebut ke dalam aplikasi berbasis web 

untuk memudahkan pengguna dalam melakukan analisis 

sentimen ulasan aplikasi secara berkelanjutan.  

Selain mengidentifikasi gap penelitian, kajian tersebut 

juga memberikan wawasan kepada peneliti bahwa 

penggunaan metode supervised learning seperti SVM dan 

NB menunjukkan performa yang cukup baik dalam 

mengklasifikasikan sentimen. Penggunaan metode 

tambahan untuk menangani ketidakseimbangan data 
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seperti SMOTE dan undersampling memberikan dampak 

yang cukup signifikan pada performa model. Pendekatan 

lain dalam pelabelan ulasan berdasarkan rating dapat 

menjadi metode alternatif pada dataset yang besar. 
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BAB III  

METODOLOGI PENELITIAN 

 

 

A. Data dan Sumber Data 

 Data yang akan digunakan merupakan data Penelitian 

ini diambil dari API Google Play Store  menggunakan 

library google_play_scraper. Dataset yang akan di uji 

menggunakan aplikasi yang tersedia di Play Store, yaitu 

aplikasi MyPertamina dengan atribut yang meliputi 

username, tanggal, ulasan, rating, dan versi.  Proses 

scraping menggunakan parameter yang ditampilkan pada 

tabel 3.1. 

 
 

Tabel 3.1 Parameter Scraping 

Parameter Keterangan Nilai  

appId 
ID aplikasi pada Google Play 
Store 

com.dafturn.my
pertamina 

lang 
Bahasa dari metadata yang 
diambil 

id 

country Region aplikasi yang diambil id 

sort 
Menyaring berdasarkan data 
terbaru  

Newest 

count Jumlah ulasan yang diambil 14000 
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B. Metode Analisis Data 

 Pada tahapan ini akan dilakukan proses analisis 

sentimen menggunakan algoritma SVM, NB, TF-IDF dan 

SMOTE. Untuk alur analisis sentimen ditunjukkan pada 

gambar 3.1. 

 

Gambar 3. 1 Flowchart Alur Analisis Sentimen 
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        Berikut penjelasan terkait alur sistem analisis 

sentimen yang dilakukan : 

1. Pengumpulan Data 

  Pada tahap ini, data akan diambil melalui 

proses scraping dengan menggunakan appId dan 

jumlah ulasan yang ingin diambil dari aplikasi. Data 

yang diambil melalui proses scraping ini adalah ulasan 

terbaru sesuai dengan jumlah request yang diberikan. 

Hasil  dari proses ini berupa dataframe yang akan 

diubah ke format CSV untuk disimpan dan diproses 

ketahap berikutnya. Penggunaan scraping ini 

bergantung pada API Google Play Store aplikasi dengan 

rating rendah atau jumlah pengguna terbatas sering 

kali tidak tersedia melalui API publik. 

2. Persiapan Data 

Pada tahap ini, file CSV akan dibaca dan diubah 

menjadi dataframe, kemudian dilakukan pembersihan 

dari duplikat data, dilanjutkan dengan penghapusan 

atribut yang tidak digunakan seperti username, tanggal 

dan versi. Pada tahap terakhir data akan dilakukan 

pelabelan berdasarkan rating. Penggunaan metode 

pelabelan ini didasarkan pada efisiensi dan 

fleksibilitas. Dengan volume ulasan yang mencapai 

14.000, pengolahan manual akan sangat memakan 
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waktu, sehingga metode otomatis ini mampu 

mempercepat proses secara signifikan. Selain itu, 

metode pelabelan tersebut dapat diintegrasikan secara 

konsisten ke dalam sistem analisis sentimen berbasis 

web yang siap diterapkan pada berbagai aplikasi di 

Play Store. Proses pelabelan dapat dilihat pada 

persamaan 3.1 berikut.  

 

𝐿(𝑟) =  {

 "𝑛𝑒𝑔𝑎𝑡𝑖𝑓" , 𝑟 < 3,
"𝑛𝑒𝑡𝑟𝑎𝑙" , 𝑟 = 3,
"𝑝𝑜𝑠𝑖𝑡𝑖𝑓" , 𝑟 > 3.

 (3.1) 

Keterangan: 

𝐿(𝑟)  = Label ulasan berdasarkan rating yang diberikan 

𝑟 = Nilai rating ulasan pengguna 

3. Preprocessing 

 Pada bagian ini, data yang sudah dipersiapkan 

sebelumnya akan diproses untuk membersihkan dari 

noise agar data terstruktur.  

a. Case Folding 

Pada proses ini ulasan akan diubah ke bentuk 

huruf kecil (lowercase) tujuannya menyelaraskan 

format data agar tidak terjadi duplikasi fitur. Dalam 

tabel 3.2 menampilkan contoh penerapan proses 

case folding. 
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Tabel 3.2 Penerapan Case Folding 

Teks awal Hasil 
Apk keren banget 
memudahkan kita untuk 
membeli BBM 
menggunakan uang 
elektronik Tetapi sayang 
nya banyak SPBU 
Pertamina yang menolak 
pembayaran non tunai.. 
Alasan alat lagi rusak 

apk keren banget 
memudahkan kita untuk 
membeli bbm 
menggunakan uang 
elektronik tetapi sayang 
nya banyak spbu 
pertamina yang menolak 
pembayaran non tunai.. 
alasan alat lagi rusak 

 

b. Cleansing 

 Pada proses ini ulasan akan dibersihkan dari 

bilangan angka, tanda baca, simbol, dan URL. Dalam 

tabel 3.3 menampilkan contoh penerapan proses 

cleansing. 

 
Tabel 3.3 Penerapan Cleansing 

Teks awal Hasil 
Apk keren banget 
memudahkan kita untuk 
membeli BBM 
menggunakan uang 
elektronik Tetapi sayang 
nya banyak SPBU 
Pertamina yang menolak 
pembayaran non tunai.. 
Alasan alat lagi rusak 

apk keren banget 
memudahkan kita untuk 
membeli bbm 
menggunakan uang 
elektronik tetapi sayang 
nya banyak spbu 
pertamina yang menolak 
pembayaran non tunai 
alasan alat lagi rusak 
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c. Normalisasi 

        Pada proses ini bahasa gaul (slang) atau kata 

tidak baku akan di ubah ke bentuk yang sesuai 

dengan kaidah KBBI. Tujuannya agar model dapat 

lebih mudah mengenali pola data dan menghindari 

duplikat fitur. Contoh yang sering ditemukan 

seperti “apk”, “app” diubah menjadi “aplikasi”. 

Dalam tabel 3.4 menampilkan contoh penerapan 

proses normalisasi.  

Tabel 3.4 Penerapan Normalisasi 

Teks awal Hasil 
Apk keren banget 
memudahkan kita untuk 
membeli BBM 
menggunakan uang 
elektronik Tetapi sayang 
nya banyak SPBU 
Pertamina yang menolak 
pembayaran non tunai.. 
Alasan alat lagi rusak 

aplikasi keren banget 
memudahkan kita untuk 
membeli bbm 
menggunakan uang 
elektronik tetapi sayang 
banyak spbu pertamina 
yang menolak 
pembayaran non tunai 
alasan alat lagi rusak 

 

d. Tokenization 

        Pada proses ini, teks akan dipecah menjadi 

unit-unit kata dengan menghilangkan spasi. Hasil 

dari proses ini berupa kumpulan token yang telah 

diberi indeks. Dalam tabel 3.5 menampilkan contoh 

penerapan proses tokenization. 
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Tabel 3.5 Penerapan Tokenization 

Teks awal Hasil 
Apk keren banget 
memudahkan kita untuk 
membeli BBM 
menggunakan uang 
elektronik Tetapi sayang 
nya banyak SPBU 
Pertamina yang menolak 
pembayaran non tunai.. 
Alasan alat lagi rusak 

['aplikasi', 'keren', 
'banget', 'mudah','beli', 
'bbm', 'uang', 
'elektronik', 'sayang', 
'spbu', 'pertamina', 
'tolak', 'bayar', 'non', 
'tunai', 'alasan', 'alat', 
'rusak'] 

 

e. Stopword Removal 

        Pada proses ini kata yang sering muncul dan 

tidak memiliki informasi penting seperti kata 

hubung, konjungsi akan dihapus untuk mengurangi 

noise pada data. Penerapan stopword removal dapat 

dilihat pada tabel 3.6. 

 
Tabel 3.6 Penerapan Stopword Removal 

Teks awal Hasil 
Apk keren banget 
memudahkan kita untuk 
membeli BBM 
menggunakan uang 
elektronik Tetapi sayang 
nya banyak SPBU 
Pertamina yang menolak 
pembayaran non tunai.. 
Alasan alat lagi rusak 

aplikasi keren banget 
memudahkan membeli 
bbm uang elektronik 
sayang spbu pertamina 
menolak pembayaran 
non tunai alasan alat 
rusak 
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f. Lemmatization 

Pada proses ini semua kata yang berimbuhan 

akan diubah ke bentuk dasarnya dan menghapus 

emoji atau emoticon. Penerapan lemmatization 

dapat dilihat pada tabel 3.7. 

 
Tabel 3.7 Penerapan Lemmatization 

Teks awal Hasil 
Apk keren banget 
memudahkan kita untuk 
membeli BBM 
menggunakan uang 
elektronik Tetapi sayang 
nya banyak SPBU 
Pertamina yang menolak 
pembayaran non tunai.. 
Alasan alat lagi rusak 

aplikasi keren banget 
mudah beli bbm uang 
elektronik sayang spbu 
pertamina tolak bayar 
non tunai alasan alat 
rusak 

 

g. Hapus data kosong 

        Setelah data selesai melewati proses 

preprocessing selanjutnya data akan dicek apakah 

terdapat data yang kosong dan jika ditemukan data 

tersebut akan dihapus. Data kosong ini berasal dari 

ulasan yang hanya mengandung noise seperti 

emoji, simbol, dan lain sebagainya. 

. 
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4. Modeling 

Pada proses ini data ulasan dengan sentimen 

netral akan didrop, sehingga klasifikasi hanya 

melibatkan dua kelas sentimen, yakni positif dan 

negatif. Data yang telah dibersihkan akan dibagi 

menjadi dua, yaitu data training dan data testing 

dengan rasio 80:20.  Ulasan pada data training akan 

diekstraksi dengan melakukan pembobotan setiap kata 

dalam dokumen menggunakan TF-IDF. Proses ini 

membantu model untuk menentukan fitur yang 

mengandung informasi penting dan mengurangi bobot 

pada fitur yang umum dalam dokumen. Selanjutnya, 

grafik distribusi sentimen pada data training akan 

ditampilkan untuk mengetahui sebaran sentimen  dan 

jika kelas data tidak seimbang dapat dilakukan 

oversampling menggunakan SMOTE untuk meratakan 

distribusi data. Pembagian data dan pemilihan data 

pada SMOTE dilakukan secara acak dengan 

menetapkan parameter random state sebesar 42 untuk 

memastikan hasil konsisten pada setiap kali eksekusi. 

Proses pelatihan model akan menggunakan dua 

algoritma klasifikasi, yaitu  SVM dan NB yang dilatih 

menggunakan data training yang sudah disiapkan 

sebelumnya.  
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5. Evaluasi Model  

Pada tahap ini, model yang telah dibuat 

sebelumnya akan dites menggunakan data testing. 

Hasilnya dari proses ini berupa confusion matrix dalam 

bentuk gambar dan laporan klasifikasi berupa 

accuracy, precision, recall, dan f1- score yang akan 

disimpan pada hasil modeling. Hasil uji ini dapat 

menjadi indikator performa dari model yang 

dihasilkan.  

6. Visualisasi 

Pada tahap ini, hasil dari proses sebelumnya 

akan di visualisasikan. Pada visualisasi data, sentimen 

akan divisualisasikan menggunakan grafik distribusi 

sentimen, grafik frekuensi kata dan wordcloud. Pada 

grafik distribusi sentimen menampilkan presentase 

sebaran kelas sentimen, grafik frekuensi kata akan 

berisi sepuluh  kata yang sering muncul pada setiap 

kelas sentimen, sedangkan pada wordcloud seluruh 

kata pada kelas sentimen tersebut ditampilkan dengan 

ukuran kata yang menyesuaikan dengan frekuensi kata 

tersebut. Pada visualisasi model selain menampilkan 

confusion matrix, hasil model akan dibandingkan 

dalam grafik. 
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C. Perancangan Sistem 

 Untuk mengintergrasikan sistem analisis sentimen 

yang telah dibuat menjadi aplikasi berbasis website 

diperlukan perancangan sistem.  Metode perancangan 

sistem yang akan digunakan dalam penelitian ini adalah 

metode Waterfall. Menurut Pressman & Maxim (2015) 

metode ini merupakan model tertua dalam pengembangan 

perangkat lunak yang sequential dan sistematis. Metode ini 

sering disebut juga sebagai classic life cycle. Proses metode 

ini memiliki tahap seperti gambar 3.2. 

 

Gambar 3.2 Tahapan Metode Waterfall 

1. Analisis Kebutuhan  

        Pada tahap ini kebutuhan aplikasi akan 

dirumuskan secara rinci dengan batasan dan tujuan 

yang telah ditetapkan. Hal ini penting agar aplikasi 

memiliki spesifikasi yang jelas dan tidak melenceng 
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dari tujuan awal. Analisis kebutuhan dapat dibagi 

menjadi dua yaitu sebagai berikut : 

a. Analisis Kebutuhan Fungsional 

 Kebutuhan fungsional menguraikan aktivitas 

yang akan dilakukan dalam suatu sistem dan 

merinci kondisi yang diperlukan agar sistem dapat 

beroperasi secara efektif dan memenuhi tujuan 

yang dimaksudkan. Adapun kebutuhan fungsional 

pada sistem analisis sentimen ulasan aplikasi 

sebagai berikut :  

1) Sistem memiliki fitur Login dan Logout. 

2) Sistem dapat menambahkan dataset ulasan 

atau scraping data ulasan. 

3) Sistem dapat mengolah atau membersihkan 

data ulasan dari noise sebelum digunakan 

untuk pelatihan model. 

4) Sistem dapat mengklasifikasikan data ulasan 

menggunakan metode SVM, NB dan SMOTE. 

5) Sistem dapat memberikan visualisasi data dan 

perbandingan performa dari metode yang 

digunakan. 

b. Analisis Kebutuhan Non Fungsional 

Kebutuhan non fungsional pada penelitian ini 

meliputi perangkat keras dan perangkat lunak 
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untuk mendukung proses penelitian. Berikut 

perangkat yang digunakan dalam penelitian ini : 

 
 

Tabel 3.8 Kebutuhan Perangkat Keras 

No Hardware Spesifikasi 
1 Device  Swift x SFX14-41G 
2 Processor AMD R 5600U 
3 Memory 16 GB 
4 Display 14 inch 
5 Mouse &  Keyboard  Normal 

 
 

Tabel 3.9 Kebutuhan Perangkat Lunak 

No Software Spesifikasi 
1 IDE VS Code 
2 PHP, Web server, dan 

Database server 
XAMPP 

3 UI Frameworks Bootstrap 
4 Design tools Figma 
5 Web Frameworks Flask 
6 Sistem Operasi Windows 11 

 
 

2. Desain Sistem 

        Pada tahap ini rancangan antarmuka pengguna, 

alur data dan komponen lainya dikumpulkan 

berdasarkan kebutuhan. Hal ini bertujuan untuk 

menguraikan langkah-langkah yang harus diambil dan 

mengilustrasikan bagaimana tampilan sistem yang 

dimaksud. Pada penelitian ini, beberapa desain yang 
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sudah dibuat meliputi Data Flow Diagram, User 

Interface dan Entity Relationship Diagram. 

a. Data Flow Diagram (DFD) 

 Data Flow Diagram merupakan alat untuk 

memvisualisasikan aliran data yang ada pada suatu 

sistem (Chong & Diamantopoulos, 2020). Tujuan 

dari DFD ini untuk memudahkan dalam memahami 

proses dan aliran data dalam suatu sistem. Pada 

penelitian ini aliran data akan divisualisasikan 

dengan dua level DFD, yaitu level 0 dan level 1. 

Dalam DFD level 0 akan menggambarkan alur data 

sistem sebagai satu proses. Berikut pada gambar 

3.3 yang menampilkan DFD level 0. 

 

 

Gambar 3.3 DFD Level 0 

  



 

39 
 

 

Gambar 3.4 DFD Level 1 
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 Pada gambar 3.4 menampilkan DFD level 1 

yang memvisualisasikan sistem ke dalam proses 

yang lebih detail. User akan memberikan input 

berupa data user, data ulasan dan data metode. 

Berikut penjelasan terkait proses pada DFD level 1, 

yakni: 

1)  Memasukkan data user untuk diverifikasi 

oleh sistem, setelah berhasil diverifikasi 

id_user dan username akan disimpan 

sebagai session dan akan dialihkan ke 

halaman dashboard. 

2) Menampilkan halaman dashboard yang 

berisi informasi dataset meliputi jumlah 

sentimen setimen setiap kelas, jumlah data 

ulasan, jumlah data ulasan bersih, grafik 

distribusi rating, dan grafik distribusi 

sentimen.  

3) Memasukkan data ulasan melalui input file 

CSV atau scraping data pada halaman 

dataset. Data yang telah dimasukkan akan 

disimpan ke dalam folder datasets_raw 

dengan menggunakan id_user sebagai 

awalan nama file CSV. 



 

41 
 

4) Menampilkan halaman data ulasan dalam 

bentuk tabel pada halaman dataset. 

5) Melakukan preprocessing dengan membaca 

file data ulasan yang disimpan. Data hasil 

proses ini akan disimpan ke dalam folder 

datasets_clean dengan menggunakan 

id_user sebagai awalan nama file CSV. 

6) Menampilkan data ulasan bersih dalam 

bentuk tabel pada halaman preprocessing. 

7) Memasukkan data metode pada halaman 

modeling untuk proses modeling dengan 

menggunakan data ulasan bersih yang 

disimpan. Pada proses ini akan 

menghasilkan data hasil modeling.  

8) Menampilkan data hasil modeling pada 

halaman modeling. 

9) Melakukan visualisasi dari data ulasan 

bersih dan data hasil pengujian. Data visual 

yang berupa gambar akan disimpan pada 

folder images dengan menggunakan 

id_user sebagai awalan nama file gambar. 

10) Menampilkan informasi visual pada 

halaman summary dari data visual yang 

telah disimpan sebelumnya.  
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b. User Interface 

 User interface  memberikan gambaran tentang 

tampilan pengguna yang nantinya digunakan 

sebagai patokan dalam proses development 

aplikasi. Desain tampilan yang akan dibuat dalam 

penelitian ini yang meliputi halaman login, 

dashboard, preprocessing, modeling, dan summary.  

1) Halaman Login 

Pada halaman ini, user akan 

memasukan data user  untuk bisa masuk ke 

dashboard aplikasi. 

 

 

Gambar 3.5 Halaman Login 
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2) Halaman Dashboard 

Pada halaman ini akan menampilkan 

username pengguna dan informasi dari dataset 

yang telah diproses meliputi jumlah sentimen 

setiap kelas, jumlah dataset awal, jumlah data 

ulasan bersih, grafik distribusi rating, dan 

grafik distibusi sentimen dari ulasan aplikasi. 

Berikut tampilan halaman dashboard yang 

dapat dilihat pada gambar 3.6. 

 

 

Gambar 3.6 Halaman Dashboard 
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3) Halaman Dataset  

Pada halaman ini user dapat 

memasukkan dataset ulasan atau melakukan 

scraping. Pada gambar 3.7 menampilkan 

halaman awal ketika user belum memiliki data 

ulasan. User dapat memasukkan data 

menggunakan tombol tambah.  

 

 

Gambar 3.7 Halaman Dataset Awal 

 

Setelah menekan tombol tambah user 

akan diarahkan ke modal pencarian mencari 

aplikasi yang akan digunakan untuk dilakukan 

analisis sentimen. Berikut pada gambar 3.8 

menampilkan modal pencarian aplikasi.  
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Gambar 3.8 Modal Pencarian Aplikasi 

 

Setelah memasukkan keyword aplikasi 

yang dicari, data hasil pencarian akan 

ditampilkan pada bagian bawah bar pencarian. 

Pada setiap data hasil pencarian tersedia 

pilihan untuk memasukkan data, yakni metode 

scraping dan upload. Tombol scraping 

digunakan untuk melakukan scraping data dan 

tombol upload digunakan untuk memasukkan 

file dataset yang telah dimiliki user. Aplikasi 

yang terpilih akan meneruskan detail aplikasi 

ke dalam modal metode input data yang dipilih.  
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Gambar 3.9 Modal Metode Upload 

 
 

Pada gambar 3.9 menampilkan modal 

metode upload untuk memasukkan file dataset 

yang berformat CSV. Sebelum memasukkan file 

CSV pastikan file tersebut memiliki atribut 

ulasan dan rating agar dapat diproses oleh 

sistem. Setelah memilih dataset yang akan 

digunakan tekan tombol upload, file CSV akan 

disimpan ke dalam folder server untuk 

kemudian ditampilkan dalam bentuk tabel 

seperti pada gambar 3.10.  
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Gambar 3.10 Menampilkan Data Ulasan dalam Tabel 

 
 

Pada gambar 3.10 menampilkan data 

ulasan dalam bentuk tabel. Pada halaman 

dataset ini data ulasan dapat ditampilkan 

berdasarkan filter yang diinginkan user. 

Tombol download disediakan, jika user ingin 

mendownload data ulasan yang ditampilkan 

pada tabel dengan format file CSV. Setiap user 

hanya bisa melakukan proses analisis sentimen 

menggunakan satu dataset, jika ingin 

melakukan analisis sentimen menggunakan 

dataset lain seluruh data proses sebelumnya 

harus dihapus terlebih dahulu. Tombol reset 



 

48 
 

dataset digunakan untuk menghapus seluruh 

data hasil milik user yang tersimpan dalam 

server. Pada gambar 3.11 menampilkan modal 

konfirmasi reset dataset yang digunakan untuk 

menghapus seluruh data hasil proses yang 

tersimpan dalam server.  

 
 

 

Gambar 3.11 Modal Konfirmasi Reset Dataset 

 
Proses sebelumnya harus dihapus 

terlebih dahulu. Tombol reset dataset 

digunakan menghapus seluruh data hasil milik 

user yang tersimpan dalam server. Setelah data 

berhasil dihapus, user akan diarahkan ke 
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halaman dataset awal pada gambar 3.7 untuk 

kembali memasukkan data ulasan.  

 
 

 

Gambar 3.12 Modal Metode Scraping 

 
 

Pada gambar 3.12 menampilkan modal 

metode scraping yang digunakan untuk 

melakukan scraping data ulasan. Data appId 

yang diteruskan dari modal pencarian aplikasi 

akan dimasukkan dalam form input secara 

otomatis. User dapat memasukkan jumlah data 

ulasan yang ingin diambil dengan batas 

minimal 200 dan maksimal 3000 data ulasan. 

Sistem akan melakukan proses scraping setelah 
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user menekan tombol upload dan data ulasan 

akan disimpan ke dalam folder server untuk 

kemudian ditampilkan dalam bentuk tabel 

seperti pada gambar 3.10. 

4) Halaman Preprocessing 

Data ulasan yang disimpan  sebagai file 

CSV akan dibaca untuk memasuki tahap 

pelabelan dan pembersihan data. Setelah 

melalui proses ini, data ulasan bersih akan 

disimpan ke dalam folder server untuk 

ditampilkan dalam bentuk tabel seperti pada 

gambar 3.12. 

 
 

 

Gambar 3.13 Halaman Preprocessing 
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5) Halaman Modeling  

Pada halaman ini user dapat memilih 

metode untuk mengklasifikasikan sentimen 

ulasan aplikasi. Terdapat empat pilihan metode 

yang dapat digunakan seperti pada gambar 

3.14.  

 

Gambar 3.14 Halaman Modeling (Menu Metode) 

 
 

Pada halaman ini distribusi sentimen 

pada data training akan ditampilkan dalam 

bentuk grafik lingkaran. Setelah memilih 

metode modeling yang diinginkan, tekan 

tombol generate untuk mulai melatih model 
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dan akan secara otomatis dilanjutkan proses 

evaluasi model menggunakan data testing.  

 
 

 

Gambar 3.15 Halaman Hasil Modeling (Hasil Prediksi) 

Pada gambar 3.15 menampilkan hasil 

proses modeling yang meliputi grafik distribusi 

sentimen, hasil evaluasi model, tabel data hasil 

prediksi, dan confusion matrix. Hasil evaluasi 

model yang ditampilkan meliputi accuracy, 

precision, recall, dan f1-score. Pada tab hasil 

prediksi menampilkan tabel perbandingan 

sentimen  aktual dengan hasil prediksi.  
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Gambar 3.16 Halaman Hasil Modeling (Confusion Matrix) 

 
 

Pada gambar 3.16 menampilkan tab 

confusion matrix berisi yang  gambar confusion 

matrix dari model dipilih dengan keterangan 

singkat di sampingnya. 

6) Halaman Summary 

Pada halaman ini hasil proses 

sebelumnya akan disajikan dalam bentuk data 

visual yang meliputi wordcloud, diagram kata 

paling sering muncul, confusion matrix dan 

perbandingan performa model. Data visual 

berupa gambar seperti wordcloud dan 

confusion matrix akan disimpan pada folder 
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images di server. Adapun data visual pada 

halaman ini dapat dilihat pada gambar 3.17. 

 

 

Gambar 3.17 Halaman Summary (Visualisasi Data) 

 
 

Pada gambar 3.17 menampilkan tab 

visualisasi yang berisi wordcloud dan grafik 

frekuensi kata dari setiap kelas sentimen.  Pada 

tab perbandingan model menampilkan 

confusion matrix dan perbandingan performa 

model yang dapat dilihat pada gambar 3.18. 



 

55 
 

 

Gambar 3.18 Halaman Summary (Perbandingan Model) 

  

c. ERD  

 ERD (Entity Relationship Diagram) adalah 

pemodelan data atau sistem dalam database. 

Fungsi ERD  adalah untuk memodelkan struktur 

dan hubungan antar data yang relatif kompleks. 

Pada penelitian  ini hanya terdapat satu entitas 

yaitu users. Berikut pada gambar 3.19 

menampilkan ERD sistem analisis sentimen ulasan 

aplikasi. 
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Gambar 3.19 Entity Relationship Diagram 

3. Implementasi  

        Setelah desain dibuat selanjutnya akan 

diimplementasikan ke dalam aplikasi berbasis web 

menggunakan framework Flask. Pada penelitian ini 

pengembangan akan menggunakan visual studio code 

dan github sebagai versi kontrol aplikasi.  

4. Pengujian  

        Pada tahap ini akan dilakukan pengujian pada 

aplikasi yang sudah dibuat. Pengujian akan 

menggunakan metode Black Box Testing untuk 

menguji fungsionalitas aplikasi yang telah dibuat. 

5. Maintenance 

        Selanjutnya aplikasi akan disesuaikan dengan 

kebutuhan yang belum lengkap sehingga aplikasi dapat 

dideploy dan digunakan oleh user.  
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BAB IV  

HASIL PENELITIAN DAN PEMBAHASAN 

 

A. Sistem Analisis Sentimen 

1. Scraping Data 

Proses pengumpulan data ulasan aplikasi 

MyPertamina di Playstore dilakukan dengan 

menggunakan library google_play_scraper seperti 

pada gambar 4.1 berikut. 

 

Gambar 4.1 Install dan Import Module Scraping 

Pada gambar 4.1 library 

google_play_scraper akan diinstall kemudian 

modul dari library akan diimport, yakni modul sort 

dan reviews_all. Sort digunakan untuk melakukan 

filtering ulasan, sedangkan modul reviews_all 

berguna untuk mengambil semua ulasan dari aplikasi. 

Selain itu, modul pandas juga akan diimport untuk 

proses manipulasi data dalam sistem analisis sentimen 

ini. Setelah modul diimport selanjutnya akan dilakukan 

proses scraping dengan program yang ditampilkan 

pada gambar 4.2. 
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Gambar 4.2 Proses Scraping Data 

Program pada gambar 4.2 dirancang untuk 

mengumpulkan total 14.000 ulasan unik. Tahapan awal 

dilakukan dengan menginisialisasi sebuah daftar 

kosong untuk menampung ulasan dan sebuah set untuk 
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mencatat ID setiap ulasan guna mencegah adanya data 

duplikat secara efisien. Proses pengambilan data 

berjalan dalam sebuah loop yang berlangsung terus-

menerus hingga target 14.000 ulasan terpenuhi, di 

mana setiap iterasi mengambil 200 ulasan. Setiap 

ulasan yang didapat kemudian divalidasi keunikannya 

berdasarkan reviewId. Program akan menyeleksi dan 

mengambil hanya kolom-kolom data  dengan format 

atribut, yakni username, tanggal, ulasan, rating, dan 

versi aplikasi. Setelah seluruh 14.000 ulasan unik 

berhasil terkumpul dan diformat, data tersebut 

dikonversi menjadi sebuah dataframe dan disimpan ke 

dalam sebuah file CSV. Adapun hasil dari proses 

scraping ini ditampilkan pada gambar 4.3 berikut. 

 

Gambar 4.3 Hasil Scraping Data 
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2. Persiapan Data 

 

Gambar 4.4 Menghapus Atribut 

Pada gambar 4.4 menunjukkan tahapan awal 

dalam persiapan data, yakni dengan membaca file CSV 

yang telah disimpan sebelumnya menjadi dataframe 

dan dimasukkan ke dalam variabel data. Proses 

selanjutnya, atribut selain Ulasan dan Rating akan 

dihapus. Hasil dari proses ini ditampilkan pada gambar 

4.5 berikut. 

 

Gambar 4.5 Hasil Hapus Atribut 

Pada gambar 4.5 menampilkan tabel hasil 

penghapusan atribut yang berisi dua kolom, yakni 

ulasan dan rating. Selanjutnya, data akan dihapus dan 

dilakukan pelabelan seperti gambar 4.6 berikut. 
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Gambar 4.6 Menghapus Duplikat dan Pelabelan 

Pada gambar 4.6 data ulasan duplikat akan 

dihapus untuk selanjutnya dilakukan pelabelan 

berdasarkan rating dan menyimpan hasil pelabelan 

kedalam kolom sentimen. Setelah dilakukan  pelabelan, 

kolom rating akan dihapus dan data akan ditampilkan 

seperti pada gambar 4.7 berikut. 

 

Gambar 4.7 Hasil Hapus Duplikat dan Pelabelan 

Pada gambar 4.7 menunjukkan hasil proses 

penghapusan duplikat dan pelabelan. Data yang 

dihasilkan terdiri dari dua kolom, yakni ulasan dan 

sentimen, dengan jumlah akhir sebanyak 11.294 

ulasan. 
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3. Preprocessing 

 

Gambar 4.8 Case Folding 

Pada gambar 4.8 menampilkan program untuk 

mentransform data ulasan menjadi huruf kecil (lower 

case) yang disimpan dalam kolom preprocessed untuk 

kemudian ditampilkan seperti pada gambar 4.9 

berikut. 

 

Gambar 4.9 Hasil Case Folding 

Pada gambar 4.9 menampilkan hasil case 

folding yang mengubah semua teks ulasan menjadi ke 

bentuk huruf kecil. Tahap selanjutnya data ulasan akan 

dilakukan proses cleansing seperti yang ditampilkan 

pada gambar 4.10 berikut. 
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Gambar 4.10 Cleansing 

Proses cleansing diawali dengan penginstalan 

library indoNLP dan import modul. Selanjutnya data 

ulasan akan dibersihkan dari angka dengan metode 

isdigit, simbol atau tanda baca dengan mengacu 

pada konstanta string.punctuation, dan URL 

dengan fungsi remove_url. Adapun hasil proses 

cleansing ditunjukkan pada gambar 4.11 berikut. 

 

Gambar 4.11 Hasil Cleansing 
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Gambar 4.12 Normalisasi 

Proses normalisasi menggunakan fungsi yang 

telah diimport dari library indoNLP sebelumnya, yaitu 

replace_word_elongation  dan replace_slang. 

Fungsi replace_word_elongation  digunakan untuk 

menangani kata-kata yang ditulis dengan pemanjangan 

karakter berulang, misalnya mengubah kata "bagusss" 

kembali menjadi "bagus". Sementara itu, fungsi 

replace_slang bekerja dengan cara mengganti kata-

kata gaul (slang) yang ada dalam teks ulasan dengan 

padanan katanya yang baku berdasarkan kamus yang 

dimilikinya. Adapun hasil proses normalisasi 

ditampilkan pada gambar 4.13 berikut. 

 
Gambar 4.13 Hasil Normalisasi 
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Gambar 4.14 Tokenisasi 

  Pada gambar 4.14 menampilkan proses 

tokenisasi yang diawali dengan mengimport modul 

nltk word_tokenize, kemudian data akan di pecah 

menjadi unit-unit kata. Adapun hasil dari proses 

tokenisasi ditmapilkan pada gambar 4.15 berikut. 

 

Gambar 4.15 Hasil Tokenisasi 

Pada gambar 4.15 menunjukkan hasil proses 

tokenisasi dengan hasil ulasan yang sudah dipecah 

menjadi unit kata. Transformasi ini mengubah data 

dari format kalimat utuh menjadi daftar kata 

terstruktur yang siap untuk tahap analisis selanjutnya. 
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Gambar 4.16 Stopwords Removal 

Tahapan berikutnya adalah penghapusan 

stopword yang diawali dengan mengimport modul 

stopwords dari nltk dan dilanjutkan mencari token 

serupa dengan yang ada pada corpus stopwords. 

Adapun hasil penghapusan stopwords ditampilkan 

pada gambar 4.17 berikut.  

 

Gambar 4.17 Hasil Stopword Removal 

Hasil penghapusan stopword akan 

menghilangkan kata yang sering muncul namun tidak 

memiliki sentimen kuat, seperti kata “saya”, “mau” dan 

“tapi” pada data ulasan “saya mau riset ulang kode tapi 

ribet” yang berhasil dihapus pada proses ini. 
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Gambar 4.18 Lematization 

Pada proses lematisasi token data akan diubah 

menjadi ke bentuk dasarnya menggunakan library 

nlp-id dengan modul lemmatizer. Selanjutnya data 

yang sudah di transform menjadi bentuk dasar akan 

digabungkan kembali menjadi satu kalimat. Adapun 

hasil lematisasi ditunjukkan pada gambar 4.19 berikut. 

 

Gambar 4.19 Hasil Lematization 

Pada gambar 4.19 menunjukkan hasil dari 

proses konversi kata-kata ke bentuk dasar yang 

berguna untuk model mengenali pola dengan lebih 

efektif karena tidak perlu mempelajari variasi kata 

yang berbeda-beda untuk makna yang sama. 
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Gambar 4.20 Menghapus Data Kosong 

Proses terakhir dalam preprocessing adalah 

menghapus data kosong. Keberadaan baris data kosong 

dapat menyebabkan kesalahan pada tahap pemodelan, 

sehingga wajib untuk dihilangkan. Proses ini dilakukan 

melalui dua langkah penyaringan, yakni fungsi 

dropna()untuk menghapus baris yang mengandung 

nilai NaN dan menyaring data pada kolom 

'Preprocessed' untuk membuang baris yang hanya 

berisi string kosong. Setelah itu, indeks dataframe 

diatur ulang untuk memastikan penomoran baris 

kembali berurutan mulai dari 0 dan membuang indeks 

lama yang tidak lagi relevan. Dataframe yang telah 

sepenuhnya bersih akan disimpan ke dalam sebuah file 

baru bernama 'Preprocessed.csv' untuk digunakan 

pada tahap selanjutnya. Adapun hasil proses 

menghapus data kosong ditunjukkan pada gambar 4.21 

berikut. 
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Gambar 4.21 Hasil Menghapus Data Kosong 

Pada gambar 4.21 menunjukkan hasil setelah 

dilakukan penghapusan baris data kosong yang 

diperoleh data akhir sebanyak 11.192 ulasan. Jumlah 

ini merupakan hasil reduksi dari data awal yang 

berjumlah 11.194 ulasan. 

4. Modeling 

 

Gambar 4.22 Filtering Sentimen 

Pada tahap awal modeling, file 

Preprocessed.csv akan dibaca dan dimuat pada 

variabel dc (data clean). Data ulasan dengan sentimen 

netral dibuang karena tidak digunakan pada proses 
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modeling, sedangkan data sentimen positif disimpan 

pada variabel  data_positif dan data sentimen 

negatif pada variabel data_negatif untuk digunakan 

pada proses berikutnya. Proses selanjutnya data ulasan 

akan dibagi menjadi data training dan data testing 

dengan rasio 80:20 seperti pada gambar 4.23 berikut. 

 

Gambar 4.23 Spliting Data 

Proses spliting data dilakukan dengan 

mengimport modul train_test_split dari library 

sklearn dan modul Counter untuk menghitung 

jumlah sentimen pada data training dan testing. Hasil 

yang didapatkan pada data training, terdiri atas 5.920 

sentimen negatif dan 2.562 sentimen positif dengan 

total 8.482 sentimen. Pada data testing jumlah 

sentimen negatif sebanyak 1.480 ulasan dan sentimen 

positif sebanyak 641 ulasan dengan total sebanyak 

2.121 ulasan. Proses selanjutnya data ulasan akan 

dilakukan ekstraksi fitur menggunakan TF-IDF yang 

ditunjukkan pada gambar 4.24 berikut. 
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Gambar 4.24 Ekstraksi Fitur 

Tahap awal ekstraksi fitur dimulai dengan mengimport 

modul TfidfVectorizer dari library sklearn, 

setelah itu data training akan dilakukan proses TF-IDF 

kemudian ditransform menjadi vektor dengan metode 

fit_transform() dan data testing akan ditransform 

ke dalam vektor dengan metode transform(). 

Selanjutnya hasil dari TF-IDF akan ditampilkan 

berdasarkan nilai rata-rata TFIDF tertinggi seperti 

pada gambar 4.25 berikut. 
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Gambar 4.25 Hasil Mean Score  TF-IDF 

Berdasarkan hasil rata-rata TF-IDF pada 

gambar 2.5 menunjukkan rangking 10 kata dari 

tertinggi hingga terendah. Hasil rata-rata TF-IDF 

menunjukkan tingkat kepentingan sebuah kata secara 

keseluruhan di dalam korpus. Adapun contoh 

perhitungan TF-IDF pada empat dokumen sampel dari 

data ulasan sebagai berikut : 

Doc1 = “terimakasih, aplikasinya bermanfaat sekali” 

Doc2 = “aplikasi sering eror” 

Doc3 = “gak bisa masuk trus ini apk gak jelas” 

Doc4 = “aplikasi nya bagus membantu beli BBM 

lewat online” 

Selanjutnya dokumen tersebut akan dilakukan 

proses preprocessing, sehingga menghasilkan data 

sebagai berikut : 



 

73 
 

Doc1 = “terimakasih aplikasi manfaat” 

Doc2 = “aplikasi eror” 

Doc3 = “masuk aplikasi” 

Doc4 = “aplikasi bagus bantu beli bbm online” 

Setelah dilakukan preprocessing, didapatkan 10 

term dari empat dokumen sampel yang ada. Proses 

selanjutnya adalah menghitung TF seperti yang 

ditampilkan pada tabel 4.1 berikut. 

Tabel 4.1 Perhitungan TF 

Term (t) D1 D2 D3 D4 𝑑𝑓𝑡  
terimakasih 0,33 0 0 0 1 
aplikasi 0,33 0,5 0,5 0,16 4 
manfaat 0,33 0 0 0 1 
eror 0 0,5 0 0 1 

masuk 0 0 0,5 0 1 
bagus 0 0 0 0,16 1 
bantu 0 0 0 0,16 1 
beli 0 0 0 0,16 1 
bbm 0 0 0 0,16 1 
online 0 0 0 0,16 1 

 

Pada tabel 4.1 hasil TF merupakan probabilitas 

kemunculan term (t) pada suatu dokumen, sedangkan 

dokumen frekuensi (df) merupakan jumlah dokumen 

yang mengandung term (t).  
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Tabel 4.2 Perhitungan  IDF 

Term (t) IDF = log (
𝑁𝑑+1

𝑑𝑓𝑡+1
) + 1 

terimakasih log (
4 + 1

1 + 1
) + 1 = 1,916 

aplikasi log (
4 + 1

4 + 1
) + 1 = 1 

manfaat log (
4 + 1

1 + 1
) + 1 = 1,916 

eror log (
4 + 1

1 + 1
) + 1 = 1,916 

masuk log (
4 + 1

1 + 1
) + 1 = 1,916 

bagus log (
4 + 1

1 + 1
) + 1 = 1,916 

bantu log (
4 + 1

1 + 1
) + 1 = 1,916 

beli log (
4 + 1

1 + 1
) + 1 = 1,916 

bbm log (
4 + 1

1 + 1
) + 1 = 1,916 

online log (
4 + 1

1 + 1
) + 1 = 1,916 

 

Pada tabel 4.2 menampilkan proses 

perhitungan IDF sesuai dengan persamaan yang 

digunakan pada library sklearn, yang secara default 

mengaktifkan smoothing dengan parameter 

smooth_idf=True. Penggunaan smoothing ini 

bertujuan untuk mencegah skor IDF menjadi nol bagi 

kata-kata yang muncul di semua dokumen, sehingga 

memastikan semua kata tetap memiliki bobot dan 

perhitungan menjadi lebih stabil. 
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Tabel 4.3 Perhitungan TF-IDF 

Term (t) 
TF-IDF = TF * IDF 

D1 D2 D3 D4 
terimakasih 0,63228 0 0 0 
aplikasi 0,33 0,5 0,5 0,16 
manfaat 0,63228 0 0 0 
eror 0 0,958 0 0 
masuk 0 0 0,958 0 
bagus 0 0 0 0,30656 
bantu 0 0 0 0,30656 
beli 0 0 0 0,30656 
bbm 0 0 0 0,30656 
online 0 0 0 0,30656 

 
Setelah nilai TF dan IDF didapat, nilai tersebut 

akan dikalikan untuk menghasilkan nilai TF-IDF. Tabel 

4.3 menampilkan hasil TF-IDF yang mempresentasikan 

bobot dari fitur pada setiap dokumen sampel. 

Selanjutnya, dapat dihitung nilai rata-rata TF-IDF 

dengan menjumlahkan nilai TF-IDF pada term (t)  dan 

membaginya dengan jumlah dokumen sampel. Adapun 

ranking nilai rata-rata TF-IDF dari tertinggi hingga 

terendah, yakni “aplikasi”, “eror”, “masuk”, 

“terimakasih”, “manfaat”, “bagus”, “bantu”, “beli”, “bbm”, 

dan “online”. 

Berdasarkan proses spliting data sebelumnya, 

didapatkan bahwa distribusi sentimen pada data 

training tidak seimbang yang terdiri atas 5.920 

sentimen negatif dan 2.562 sentimen positif. Adapun 
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grafik distribusi kelas pada data training ditampilkan 

pada gambar 4.26 berikut. 

 
Gambar 4.26 Grafik Distribusi Kelas Data Training 

Distribusi kelas tidak merata ini dapat 

mempengaruhi proses pelatihan model yang dapat 

menyebabkan bias performa model. Kelas mayoritas 

yang sangat dominan akan membuat performa model 

sangat baik dalam memprediksi kelas mayoritas, 

namun model memiliki performa buruk dalam 

memprediksi kelas minoritas karena kekurangan data 

saat pelatihan model. Penggunaan SMOTE dapat 

membantu meratakan distribusi kelas, sehingga 

menghindari bias dari kelas mayoritas. Adapun proses 

SMOTE ditunjukkan pada gambar 4.27 berikut. 

 

69,8 %

30,2 %

Negatif Positif
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Gambar 4.27 Oversampling dengan SMOTE 

Proses diawali dengan mengimport modul 

SMOTE dari library imblearn. Selanjutnya melakukan 

inisialisasi SMOTE dengan parameter 

random_state=42 yang disimpan pada variabel 

smote. Setelah itu data training akan dilakukan 

oversample menggunakan metode fit_resample() 

yang kemudian ditampilkan distribusi sentimen 

setelah proses oversample seperti pada gambar 4.27. 

Berdasarkan hasil tersebut, distribusi ke dua kelas 

sentimen menjadi seimbang dengan jumlah data 

sentimen positif yang mengalami peningkatan 

sebanyak  3.358 ulasan. Berikut pada gambar 4.28 yang 

menampilkan grafik distribusi sentimen setelah 

dilakukan proses oversample. 
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Gambar 4.28 Distibusi Kelas Setelah  SMOTE 

Proses oversampling dengan SMOTE 

menjadikan distribusi sentimen pada ke dua kelas 

menjadi seimbang, penambahan ini membuat data 

training yang awalnya terdiri dari 8.482 ulasan menjadi 

11.840 ulasan. Selanjutnya, data training asli dan data 

training resampled akan digunakan dalam proses 

pelatihan model menggunakan algoritma klasifikasi 

SVM dan NB.  

Proses klasifikasi dilakukan menggunakan 

modul SVC dan MultinomialNB dari library sklearn. 

Parameter yang digunakan dalam proses klasifikasi ini 

merupakan parameter default. Adapun proses 

pelatihan model klasifikasi SVM dan NB yang 

ditunjukkan gambar 4.29 berikut. 

50 %50 %

Negatif Positif
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Gambar 4.29 Pelatihan Model SVM dan NB 

Pada gambar 4.29 menampilkan proses 

pelatihan model SVM dan NB yang menggunakan dua 

skenario data, yakni data training asli dan data training 

resampled. Proses untuk setiap skenario diawali 

dengan inisialisasi model ke dalam sebuah variabel, 

kemudian dilatih pada data training yang sesuai 

menggunakan metode fit(). Proses ini akan 

menghasilkan empat model klasifikasi, yakni SVM, 

SVMS (SVM & SMOTE), NB dan NBS (NB & SMOTE) 

yang siap digunakan untuk pengujian dengan data 

testing. 
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5. Evaluasi Model 

Pada tahap ini model yang sudah dilatih akan 

dilakukan pengujian dan kemudian dievaluasi 

performanya. Proses pengujian model dengan data 

testing ditunjukkan pada gambar 4.30 berikut. 

 

Gambar 4.30 Proses Pengujian Data Testing 

Pengujian model dilakukan menggunakan 

method predict() yang kemudian hasil dari prediksi 

tersebut disimpan dalam variabel prediksi model.  

 

Gambar 4.31 Menampilkan Tabel Hasil Prediksi 
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Gambar 4.31 menampilkan hasil dari pengujian 

setiap model dalam bentuk tabel. Data pengujian 

memiliki indeks acak karena parameter 

random_state yang digunakan pada saat proses 

spliting data. Selanjutnya data hasil pengujian ini akan 

dipetakan dalam confusion matrix yang ditunjukkan 

pada gambar 4.32 berikut. 

 

Gambar 4.32 Menampilkan Confusion Matrix 

Proses ini diawali dengan mengimport modul 

confusin_matrix, seaborn dan matplotlib. 

Fungsi confusionMatrix() digunakan untuk 

membuat confusion matrix dari setiap model. Adapun 

hasil pemanggilan fungsi tersebut ditujukkan pada 

gambar berikut. 
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Gambar 4.33 Confusion Matrix SVM 

Gambar 4.33 menampilkan hasil confusion 

matrix dari model SVM. 

 

Gambar 4.34 Confusion Matrix SVM (SMOTE) 

Gambar 4.34 menampilkan hasil confusion 

matrix dari model SVMS. 
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Gambar 4.35 Confusion Matrix NB 

Gambar 4.35 menampilkan hasil confusion 

matrix dari model NB. 

 

Gambar 4.36 Confusion Matrix NB (SMOTE) 

Gambar 4.36 menampilkan hasil confusion 

matrix dari model NBS. 
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Setelah confusion matrix didapatkan 

selanjutnya hasil tersebut akan dipetakan dalam tabel 

4.4 berikut. 

Tabel 4.4 Hasil Confusion Matrix 

Model TP FP TN FN 
SVM 417 44 1436 224 
SVMS 466 77 1403 175 
NB 321 15 1465 320 
NBS 436 80 1400 205 

 

Proses selanjutnya adalah menghitung 

performa dari setiap model. Adapun hasil perhitungan 

akurasi dari setiap model yang dilakukan secara 

manual dijabarkan pada tahapan berikut.  

a. Perhitungan akurasi model SVM 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1436 + 417

1436 + 417 + 44 + 224
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1853

2121
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  87,364 % 

b. Perhitungan akurasi model SVMS 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1403 + 466

1436 + 417 + 44 + 224
 × 100% 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1869

2121
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  88,118 % 

c. Perhitungan akurasi model NB 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1465 + 321

1436 + 417 + 44 + 224
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1786

2121
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  84,205 % 

d. Perhitungan akurasi model NBS 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1400 + 436

1436 + 417 + 44 + 224
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1836

2121
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  86,562 % 

Berdasarkan perhitungan manual tersebut, 

didapatkan hasil akurasi dari setiap model yang 

ditampilkan pada tabel 4.5 berikut. 

Tabel 4.5 Perbandingan Akurasi Model 

Model SVM SVMS NB NBS 
Akurasi 87,364 88,118 84,205 86,562 
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Berdasarkan tabel 4.5 didapatkan hasil akurasi 

dari model SVM lebih unggul dibandingkan model NB 

dengan selisih akurasi sebesar 3,15% pada data 

training awal. Berbeda dengan model yang 

menggunakan data training awal, model dengan data 

training oversample mendapatkan peningkatan nilai 

akurasi, yakni 0,75% pada metode SVM dan 2,35% 

pada metode NB. Hal ini menandakan pengaruh 

keseimbangan kelas data terhadap akurasi model dan 

menunjukkan efektifitas metode SMOTE dalam 

membantu meningkatkan akurasi model. Berdasarkan 

data tersebut didapat akurasi tertinggi pada model 

SVMS dengan akurasi sebesar 88,11 persen. Selain itu, 

penggunaan metode SMOTE berhasil meningkatkan 

akurasi dari model SVM dan NB. Meskipun demikian, 

metode SVM tetap unggul dibandingkan dengan 

metode NB dikedua skenario data. Adapun hasil 

perhitungan secara manual precision, recall dan f1-

score dari setiap kelas menggunakan model kombinasi 

SMOTE dijabarkan pada tahapan berikut. 
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a. Perhitungan performa kelas positif model SVMS 

𝑃𝑟𝑒 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 × 100% 

𝑃𝑟𝑒 =  
466

466 + 77
 × 100% 

𝑃𝑟𝑒 =  
466

543
 × 100% 

𝑃𝑟𝑒 =  85,820% 

 

𝑅𝑒𝑐 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 × 100% 

𝑅𝑒𝑐 =  
466

466 + 175
 × 100% 

𝑅𝑒𝑐 =  
466

641
 × 100% 

𝑅𝑒𝑐 =  72,699% 

 

𝐹1 =  2 × 
𝑃𝑟𝑒 × 𝑅𝑒𝑐

𝑃𝑟𝑒 + 𝑅𝑒𝑐
  

𝐹1 = 2 ×  
85,820 × 72,699

85,820 + 72,699
  

𝐹1 = 2 ×  
6.239,028

158,519
  

𝐹1 =  78,716% 

Jadi, didapatkan presicion 86%, recall 73% dan 

f1-score 79% untuk kelas positif model SVMS. 
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b. Perhitungan performa kelas negatif model SVMS 

𝑃𝑟𝑒 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 × 100% 

𝑃𝑟𝑒 =  
1403

1403 + 175
 × 100% 

𝑃𝑟𝑒 =  
1403

1578
 × 100% 

𝑃𝑟𝑒 =  88,910 % 

 

𝑅𝑒𝑐 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 × 100% 

𝑅𝑒𝑐 =  
1403

1403 + 77
 × 100% 

𝑅𝑒𝑐 =  
1403

1480
 × 100% 

𝑅𝑒𝑐 =  94,797% 

 

𝐹1 =  2 × 
𝑃𝑟𝑒 × 𝑅𝑒𝑐

𝑃𝑟𝑒 + 𝑅𝑒𝑐
  

𝐹1 = 2 ×  
88,910 × 94,797

88,910 + 94,797
  

𝐹1 = 2 ×  
8.428,401

183,707
  

𝐹1 = 91,759% 

Jadi, didapatkan presicion 89%, recall 95% dan 

f1-score 92% untuk kelas negatif model SVMS. 
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c. Perhitungan performa kelas positif model NBS 

𝑃𝑟𝑒 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 × 100% 

𝑃𝑟𝑒 =  
436

436 + 80
 × 100% 

𝑃𝑟𝑒 =  
466

516
 × 100% 

𝑃𝑟𝑒 =  84,496% 

 

𝑅𝑒𝑐 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 × 100% 

𝑅𝑒𝑐 =  
436

436 + 205
 × 100% 

𝑅𝑒𝑐 =  
436

641
 × 100% 

𝑅𝑒𝑐 =  68,019% 

 

𝐹1 =  2 × 
𝑃𝑟𝑒 × 𝑅𝑒𝑐

𝑃𝑟𝑒 + 𝑅𝑒𝑐
  

𝐹1 = 2 ×  
84,496 × 68,019

84,496 + 68,019
  

𝐹1 = 2 ×  
5.747,333

152,515
  

𝐹1 = 75,367% 

Jadi, didapatkan presicion 84%, recall 68% dan 

f1-score 75% untuk kelas positif model NBS. 



 

90 
 

d. Perhitungan performa kelas negatif model NBS 

𝑃𝑟𝑒 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 × 100% 

𝑃𝑟𝑒 =  
1400

1400 + 205
 × 100% 

𝑃𝑟𝑒 =  
1400

1605
 × 100% 

𝑃𝑟𝑒 =  87,227 % 

 

𝑅𝑒𝑐 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 × 100% 

𝑅𝑒𝑐 =  
1400

1400 + 80
 × 100% 

𝑅𝑒𝑐 =  
1400

1480
 × 100% 

𝑅𝑒𝑐 =  94,595% 

 

𝐹1 =  2 × 
𝑃𝑟𝑒 × 𝑅𝑒𝑐

𝑃𝑟𝑒 + 𝑅𝑒𝑐
  

𝐹1 = 2 ×  
87,227 × 94,595

87,227 + 94,595
  

𝐹1 = 2 ×  
8.251,238

181,822
  

𝐹1 = 90,762% 

Jadi, didapatkan presicion 87%, recall 95% dan 

f1-score 91% untuk kelas negatif model NBS. 
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Untuk mengetahui performa model secara 

lebih rinci,  laporan klasifikasi akan ditampilkan 

dengan proses seperti pada gambar 4.37 berikut. 

 

Gambar4.37 Proses Menampilkan Laporan Klasifikasi 

Proses diawali dengan melakukan import 

modul clasification_report dari library sklearn. 

Laporan klasifikasi dibuat dengan memanggil fungsi 

evalModel untuk setiap metode. Adapun hasil dari 

pemanggilan fungsi tersebut ditampilkan pada gambar 

berikut. 
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Gambar 4.38 Laporan Klasifikasi SVM 

Berdasarkan gambar 4.38 laporan klasifikasi 

model SVM didapat akurasi 87%, precision 88%, recall 

87% dan f1-score 87% dengan jumlah data testing 

sebanyak 2.121 ulasan. 

 

Gambar 4.39 Laporan Klasifikasi SVMS 

Berbeda dengan laporan klasifikasi model SVM, 

pada SVMS didapatkan akurasi 88%, precision 88%, 

recall 88% dan f1-score 88%. Pada model SVMS terjadi 

peningkatan f1-score dikedua kelas data, yakni satu 

persen pada kelas negatif dan tiga persen pada kelas 

positif. 
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Gambar 4.40 Laporan Klasifkasi NB 

Berdasarkan gambar 4.40 laporan klasifikasi 

model NB didapat akurasi 84%, precision 86%, recall 

84% dan f1-score 82%. 

 

Gambar 4.41 Laporan Klasifikasi NBS 

Penggunaan SMOTE pada model NB juga 

meningkatkan performa model NB, didapatkan akurasi 

87%, precision 86%, recall 87% dan f1-score 86%. Pada 

model NB akurasi model mengalami peningkatan 

sebesar tiga persen dengan penggunaan metode 

SMOTE. Adapun f1-score di kedua kelas tersebut 

mengalami peningkatan, pada kelas negatif meningkat 

satu persen dan pada kelas positif meningkat sembilan 

persen. 
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Berdasarkan data tersebut didapatkan 

penggunaan metode SMOTE pada kedua model 

memberikan peningkatan performa. Meskipun terjadi 

peningkatan performa, model SVM tetap unggul 

dikedua skenario data dibandingkan model NB. 

6. Visualisasi  

Pada tahap ini hasil dari proses yang telah 

dilakukan sebelumnya akan divisualisasikan menjadi 

informasi visual. Dalam tahap preprocessing 

menghasilkan data ulasan bersih sebanyak 11.192 

ulasan yang terdiri dari 7.400 ulasan negatif, 589 

ulasan netral dan 3.203 ulasan positif. Distribusi 

sentimen dari ulasan bersih divisualisasikan pada 

gambar 4.42 berikut. 

 
Gambar 4.42 Distribusi Sentimen Data Ulasan Bersih 

Pada gambar 4.42 menampilkan distribusi 

sentimen ulasan yang didominasi oleh sentimen 

Negatif
66%

Netral
5%

Positif
29%

Negatif Netral Positif
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negatif sebesar 66%, diikuti sentimen positif sebesar 

29% dan sentimen netral sebesar 5%. Hal ini 

menandakan bahwa pandangan pengguna terhadap 

aplikasi cenderung kurang baik secara umum. Untuk 

memahami lebih lanjut kata-kata yang sering muncul 

pada masing-masing kelas sentimen, dilakukan 

visualisasi menggunakan wordcloud sebagai berikut.  

 

Gambar 4.43 Wordcloud Ulasan Negatif 

Berdasarkan visualisasi wordcloud pada ulasan 

negatif, kata-kata yang paling sering muncul antara lain 
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“aplikasi”, “daftar”, “susah”, “pakai”, dan “ribet”. Untuk 

memberikan gambaran yang lebih rinci terkait kata-

kata yang sering muncul akan divisualisasikan dalam 

grafik frekuensi kata seperti pada gambar 4.44 berikut. 

 

Gambar 4.44 Grafik Frekuensi Kata Ulasan Negatif 

Dalam grafik frekuensi kata ulasan negatif 

didapatkan kata yang paling sering yakni “aplikasi” 

(4174), “daftar” (2393), “susah” (1271), “pakai” 

(1018), “ribet” (890), “data” (876), “sulit” (864), 

“masuk” (855), ”barcode” (814), dan “otp” (794). Data 

tersebut menunjukkan bahwa sebagian besar keluhan 

pengguna berfokus pada proses pendaftaran, yang 

dinilai rumit dan menyulitkan. Hal ini tercermin dari 
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tingginya frekuensi kata-kata seperti “daftar”, “susah”, 

“ribet”, dan “sulit”. 

 

Gambar 4.45 Wordcloud Ulasan Netral 

Berdasarkan visualisasi wordcloud pada ulasan 

netral pada gambar 4.45, kata-kata yang paling sering 

muncul antara lain “aplikasi”, “daftar”, “barcode”, 

“pakai”, dan “isi”. Untuk memberikan gambaran yang 

lebih rinci terkait kata-kata yang sering muncul akan 

divisualisasikan dalam grafik frekuensi kata seperti 

pada gambar 4.46 berikut. 
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Gambar 4.46 Grafik Frekuensi Kata Ulasan Netral 

Dalam grafik frekuensi kata ulasan netral 

didapatkan kata yang paling sering yakni “aplikasi” 

(199), “daftar” (130), “barcode” (80), “pakai” (73), “isi” 

(66), “masuk” (64), “tolong” (64), “masuk” (61), ”bayar” 

(61), dan “baik” (57). Data tersebut menunjukkan 

bahwa pengguna umumnya memberikan ulasan yang 

bersifat deskriptif atau menyampaikan pengalaman 

tanpa muatan emosi yang kuat. Kehadiran kata seperti 

“tolong” juga mengindikasikan adanya permintaan 

bantuan atau saran, namun disampaikan secara netral. 
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Gambar 4.47 Wordcloud Ulasan Positif 

Berdasarkan visualisasi wordcloud pada ulasan 

positif, kata-kata yang paling sering muncul antara lain 

“aplikasi”, “mudah”, “pertamina”, “bantu”, dan “mantap”. 

Untuk memberikan gambaran yang lebih rinci terkait 

kata-kata yang sering muncul akan divisualisasikan 

dalam grafik frekuensi kata seperti pada gambar 4.48 

berikut. 
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Gambar 4.48 Frekuensi Kata Positif 

Dalam grafik frekuensi kata ulasan negatif 

didapatkan kata yang paling sering yakni “aplikasi” 

(402), “mudah” (377), “pertamina” (334), “bantu” 

(266), “mantap” (240), “bagus” (234), “daftar” (211), 

“my” (200), ”bbm” (175), dan “bayar” (174). 

Berdasarkan data tersebut pengguna memberikan 

apresiasi terhadap kemudahan penggunaan aplikasi 

serta manfaat yang dirasakan, terutama dalam layanan 

pertamina yang tercermin dalam kata “mudah”, 

“bantu”, “mantap” dan “bagus”. 
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B. Hasil Analisis Sentimen 

Berdasarkan data sentimen dari ulasan aplikasi 

MyPertamina dengan jumlah data ulasan bersih sebanyak 

11,192 data yang didominasi sentimen negatif sebesar 

66%. Hal ini menandakan bahwa pandangan pengguna 

terhadap aplikasi cenderung kurang baik secara umum. 

Adapun yang menjadi keluhan pengguna sebagian besar 

berfokus pada proses pendaftaran, yang dinilai rumit dan 

menyulitkan.  

Pada model klasifikasi, algoritma SVM lebih unggul 

dibandingkan NB di dua skenario data. Dari dua skenario 

tersebut model dengan kombinasi metode SMOTE 

memiliki akurasi yang lebih baik dibandingkan model awal. 

Model SVMS memiliki performa tertinggi dengan akurasi 

88,11%, precision 88%, recall 88% dan f1-score 88%, 

sedangkan model NBS mendapat akurasi 86,52%, precision 

86%, recall 87% dan f1-score 86%. Perbedaan akurasi 

sebesar 1,59%, precision 2%, recall 1% dan f1-score 2% 

membuat model SVMS lebih unggul dibandingkan model 

NBS. 

 

 



 

102 
 

C. Implementasi Sistem 

1. Halaman Login 

Pada halaman ini menampilkan form login 

untuk pengguna masuk ke dalam sistem. Adapun 

tampilan halaman login ditunjukkan pada gambar 4.49 

berikut. 

 

Gambar 4.49 Implementasi Halaman Login 

2. Halaman Dashboard 

Halaman dashboard berisi informasi dari 

dataset awal (raw) dan dataset bersih (clean). Berikut 

hasil implementasi dari halaman dashboard. 
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Gambar 4.50 Implementasi Halaman Dashboard Awal 

Gambar 4.50 menampilkan dashboard awal 

ketika pengguna belum melakukan tahap 

preprocessing. Adapun tampilan dashboard ketika 

pengguna telah melakukan tahap preprocessing dapat 

dilihat pada gambar 4.51 berikut. 

 

Gambar 4.51 Implementasi Halaman Dashboard Akhir 
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Gambar 4.51 menampilkan informasi dari dataset 

setelah pengguna melakukan preprocessing. Grafik 

distribusi rating memvisualisasikan sebaran sentimen 

pada data mentah, sedangkan grafik distribusi 

sentimen memvisualisasikan sebaran sentimen pada 

data bersih. 

3. Halaman Dataset 

Pada halaman dataset pengguna dapat 

memasukkan data ulasan yang akan digunakan untuk 

analisis sentimen. Adapun hasil implementasi dari 

halaman dataset ditunjukkan pada gambar berikut. 

 

Gambar 4.52 Implementasi Halaman Dataset Awal 

Gambar 4.52 merupakan tampilan awal ketika 

pengguna tidak memiliki data ulasan untuk diproses. 

Pada tampilan awal ini pengguna dapat memasukkan 
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data ulasan melalui tombol tambah yang disediakan. 

Tombol tambah ini akan mengarahkan pengguna ke 

modal pencarian aplikasi. Modal ini digunakan 

pengguna untuk mencari aplikasi target untuk 

dilakukan analisis sentimen. Adapun tampilan modal 

pencarian aplikasi ditampilkan seperti pada gambar 

4.53 berikut. 

 

Gambar 4.53 Implementasi Modal Pencarian Aplikasi 

Pengguna dapat memasukkan nama aplikasi 

target pada field pencarian, kemudian sistem akan 

menampilkan lima aplikasi yang sesuai dengan input 

tersebut. Untuk menambahkan data ulasan dari 

aplikasi yang dipilih terdapat dua metode yang dapat 

digunakan pengguna, yakni scraping data dan upload 

file. Tombol scrape akan mengarahkan pengguna ke 
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modal scraping untuk melakukan proses scraping data, 

sedangkan tombol upload mengarahkan pengguna ke 

modal tambah dataset. Adapun tampilan dari modal 

kedua metode ini ditampilkan pada gambar berikut. 

 

Gambar 4.54 Implementasi Modal Scraping Data 

Pada modal scraping akan menampilkan 

informasi dari aplikasi target yang telah dipilih 

sebelumnya dan form jumlah data ulasan yang akan 

diambil. Proses scraping akan dimulai ketika pengguna 

menekan tombol upload pada modal ini. 
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Gambar 4.55 Implementasi Modal Upload File 

Pada modal tambah dataset pengguna 

menambahkan data ulasan melalui input file CSV. 

Setelah proses memasukkan data selesai, data ulasan 

akan ditampilkan seperti pada gambar 4.56 berikut. 

 

Gambar 4.56 Implementasi Halaman Dataset Akhir 
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Pada tahap ini, pengguna dapat melihat data 

ulasan dalam bentuk tabel yang dapat disorting 

berdasarkan keperluan. Pengguna dapat mengunduh 

data ulasan yang ditampilkan dengan tombol unduh 

dalam format file CSV. Untuk dapat melakukan proses 

analisis pada dataset lain pengguna dapat menghapus 

dataset saat ini dengan tombol reset dataset. Tombol 

reset dataset akan mengarahkan ke dalam modal untuk 

mengkonfirmasi tindakan pengguna. Adapun tampilan 

modal reset dataset seperti pada gambar 4.75 berikut. 

 

 

Gambar 4.57 Implementasi Modal Reset Dataset 
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4. Halaman Preprocessing 

Pada halaman ini akan menampilkan hasil dari 

tahap preprocessing setelah pengguna memasukkan 

data ulasan. Data ulasan yang sudah dilabeli dan 

dibersihkan akan ditampilkan dalam bentuk tabel 

seperti pada gambar 4.58 berikut. 

 

Gambar 4.58 Implementasi Halaman Preprocessing 

 

5. Halaman Modeling 

Halaman ini digunakan untuk proses membuat 

model untuk mengklasifikasikan ulasan. Berikut hasil 

implementasi halaman modeling.  



 

110 
 

 

Gambar 4.59 Implementasi Halaman Menu Modeling 

Gambar 4.59 menampilkan halaman utama 

yang menampilkan grafik distribusi kelas data training 

dan menu metode modeling. Berikut hasil pengujian 

dan evaluasi model pada gambar 4.60 dan 4.61. 

 

Gambar 4.60 Implementasi Hasil Modeling Tab I 
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Gambar 4.60 menampilkan hasil evaluasi 

model, yakni akurasi, precision, recall dan f1-score. 

Hasil pengujian dari model akan ditampilkan pada tab 

hasil prediksi dalam bentuk tabel yang dapat disorting 

sesuai keperluan pengguna. 

 

Gambar 4.61 Implementasi Hasil Modeling Tab II 

Pada gambar 4.61 menampilkan tab hasil 

evaluasi model, yakni confusion matrix. Confusion 

matrix dari model ditampilkan beserta penjelasan 

singkat dari gambar tersebut.  
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6. Halaman Summary 

Pada halaman ini menampilkan visualisasi dari 

hasil proses yang telah dilakukan pada halaman 

sebelumnya. Dalam halaman summary terdapat dua 

tab, yakni tab visualisasi yang memberikan visualisasi 

dari data ulasan bersih dan tab perbandingan model 

yang memberikan visualisasi dari perbedaan dari 

model yang sudah dibuat. Adapun implementasi dari 

halaman ini dapat dilihat seperti pada gambar 4.62 dan 

4.63 berikut. 

 

Gambar 4.62 Implementasi Halaman Summary Tab I 

Gambar 4.62 menampilkan tab visualisasi yang 

berisi data visual dari setiap kelas sentimen. Data 

visual tersebut berupa wordcloud dan grafik frekuensi 

kata dari data ulasan bersih. 
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Gambar 4.63 Implementasi Halaman Summary Tab II 

Pada tab perbandingan model berisi gambar 

dari confusion matrix yang telah dilatih dan 

perbandingan performa dari setiap model dalam 

bentuk grafik radar. Dalam grafik ini memiliki tujuh 

label yakni akurasi, macro precison, macro recall, macro 

f1, weighted precision, weighted recall dan weighted f1 

untuk perbandingan model yang komprehensif. 

D. Pengujian  

Pada tahap pengujian dilakukan menggunakan Black 

Box Testing. Black Box Testing adalah metode pengujian 

sistem berdasarkan fungsionalitas tanpa perlu mengetahui 

sistem yang berjalan di belakang. Pengujian ini digunakan 

untuk mengetahui seberapa baik sistem bekerja. Adapun 
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hasil pengujian dari Black Box Testing ditampilkan pada 

tabel berikut. 

Tabel 4.6 Pengujian 

No Fitur Skenario Aksi Status 

1 

Halaman Login 

Login 

Data sesuai 

Pengguna berhasil 
masuk dan 
diarahkan ke 
halaman 

Dashboard 

Berhasil 

Data tidak 
sesuai 

Pengguna tetap di 
halaman Login dan 

muncul pesan 
peringatan (alert) 
"Username atau 
password salah." 

Berhasil 

Akses 
ilegal ke 
halaman 
internal 
tanpa 
Login 

Dashboard Sistem secara 
otomatis 

mengarahkan 
kembali ke 

halaman Login dan 
menampilkan 

pesan peringatan 
(alert) "Harap login 
terlebih dahulu" 

Berhasil 

Dataset 

Preprocessing 

Modeling 

Summary 

2 

Layout 

Menu 
navigasi 
(Sidebar) 

Dashboard 
Mengarahkan ke 
halaman Dashoard 

Berhasil 

Dataset 
Mengarahkan ke 
halaman Dataset 

Berhasil 

Preprocessing 
Mengarahkan ke 

halaman 
Preprocessing 

Berhasil 

Modeling 
Mengarahkan ke 
halaman Modeling 

Berhasil 
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Summary 
Mengarahkan ke 
halaman Summary 

Berhasil 

Logout 
Mengarahkan ke 
halaman Login 

Berhasil 

3 

Halaman Dashboard 

Dashboard 
Menampilkan 
informasi 
dataset 

Menampilkan 
jumlah distribusi 
sentimen setiap 

kelas 

Berhasil 

Menampilkan 
jumlah data 
sebelum dan 

sesudah diproses 

Berhasil 

Menampilkan 
grafik distribusi 

rating 
Berhasil 

Menampilkan 
grafik distribusi 

sentimen 
Berhasil 

4 

Halaman Dataset 

Pencarian 
aplikasi 

Aplikasi 
ditemukan 

Menampilkan  5 
aplikasi sesuai 

keyword 
Berhasil 

Aplikasi tidak 
ditemukan 

Menampilkan 
pesan peringatan   
”Aplikasi tidak 
ditemukan !!” 

Berhasil 

Scraping 
data 

Input data 
integer 

Melakukan proses 
scraping, kemudian 
tampilkan tabel 
data ulasan hasil 

scraping 

Berhasil 

Input data 
float 

Menampilkan 
pesan peringatan 

Berhasil 

Upload file 
Input file CSV 

Menampilkan tabel 
data ulasan 

Berhasil 

Input file 
selain CSV 

File tidak akan 
ditampilkan 

Berhasil 



 

116 
 

Download 
file 

Dataset 
tersedia 

Tombol download 
ditampilkan dan 
dapat digunakan 

Berhasil 

Dataset belum 
tersedia 

Tombol download 
disembunyikan 

Berhasil 

Reset 
dataset 

Konfirmasi 
“Ya” pada 

modal reset 

Menghapus seluruh 
data hasil proses 

user dan 
menampilkan 

halaman dataset 
awal 

Berhasil 

Konfirmasi 
“Tidak” pada 
modal reset 

Kembali ke 
halaman dataset 
dan menampilkan 
tabel data ulasan 

Berhasil 

Filter data 
Filtering 

berdasarkan 
kategori 

Data diurutkan 
sesuai filter yang 

diterapkan 
Berhasil 

Search 
data 

Data 
ditemukan 

Menampilkan data 
yang ditemukan 

Berhasil 

Data tidak 
ditemukan 

Menampilkan 
pesan “No 

matching records 
found” 

Berhasil 

5 

Halaman Preprocessing 

Auto 
Preprocess

ing 

Navigasi ke 
halaman 

preprocessing 
setelah 
dataset 

dimasukkan 

Melakukan 
preprocessing dan 
menampilkan 

hasildalam tabel 

Berhasil 

Download 
file 

Dataset 
tersedia 

Tombol download 
ditampilkan dan 
dapat digunakan 

Berhasil 

Dataset belum 
tersedia 

Tombol download 
disembunyikan 

Berhasil 

Filter data 
Filtering 

berdasarkan 
kategori 

Data diurutkan 
sesuai filter yang 

diterapkan 
Berhasil 
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Search 
data 

Data 
ditemukan 

Menampilkan data 
yang ditemukan 

Berhasil 

Data tidak 
ditemukan 

Menampilkan 
pesan “No 

matching records 
found” 

Berhasil 

 Halaman Modeling 

6 

Visualisasi 
data 

training 

Dataset bersih 
tersedia 

Membuat dan 
menampilkan 
grafik distribusi 
kelas pada data 

training 

Berhasil 

Modeling 
Pilih metode 
modeling dan 

generate 

Melatih model 
dilanjutkan dengan 
evaluasi model 
kemudian hasil 
evaluasi model 

akan ditampilkan 

Berhasil 

 Halaman Summary 

7 
Auto 

generate 
visual data 

Navigasi ke 
halaman 
summary 
setelah 

dilakukkan 
preprocessing 

Menampilkan 
visualisasi data 

ulasan bersih pada 
tab visualisasi 

Berhasil 

Navigasi ke 
halaman 
summary 
setelah 

dilakukkan 
modeling 

Menampilkan 
visualisasi data 
perbandingan 
model pada tab 
perbandingan 

model 

Berhasil 

 

Berdasarkan hasil pengujian fungsionalitas 

tersebut, sistem analisis sentimen berbasis website 

yang dibuat telah berjalan dengan baik dan sesuai 

dengan kebutuhan yang ada.  



 

118 
 

  



 

119 
 

BAB V  

PENUTUP 

A. Kesimpulan 

Berdasarkan hasil studi yang dilakukan dapat 

disimpulkan sebagai berikut : 

1. Sistem analisis sentimen yang digunakan untuk 

menganalisis ulasan pada aplikasi MyPertamina 

dengan membandingkan metode SVM dan NB berjalan 

dengan baik. Data ulasan yang digunakan sebesar 

14.000 ulasan, jumlah ini berkurang menjadi 11.192 

ulasan setelah dilakukan tahap preprocesing dengan 

jumlah sentimen negatif 7.400 ulasan, sentimen netral 

589 ulasan dan sentimen positif 3.203 ulasan. 

2. Model klasifikasi SVM lebih unggul dibandingkan NB di 

dua skenario data. Dari dua skenario tersebut model 

dengan kombinasi metode SMOTE memiliki akurasi 

yang lebih baik dibandingkan model awal. Model SVMS 

memiliki performa tertinggi dengan akurasi 88,11%, 

precision 88%, recall 88% dan f1-score 88%, sedangkan 

model NBS mendapat akurasi 86,52%, precision 86%, 

recall 87% dan f1-score 86%. Perbedaan akurasi 

sebesar 1,59%, precision 2%, recall 1% dan f1-score 2% 

membuat model SVMS lebih unggul dibandingkan 

model NBS. Berdasarkan data tersebut penggunaan 
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SMOTE berhasil meningkatkan performa dari model 

klasifikasi. 

3. Sistem analisis sentimen telah berhasil diintegrasikan 

ke dalam aplikasi berbasis website, sehingga 

memungkinkan pengguna untuk melakukan seluruh 

proses analisis, mulai dari input data hingga visualisasi 

hasil, melalui antarmuka yang dirancang agar mudah 

digunakan oleh pengguna non-teknis. Berdasarkan 

hasil pengujian, sistem berjalan dengan baik dan sesuai 

dengan kebutuhan yang ada. 

B. Saran 

Berdasarkan hasil penelitian yang telah dilakukan, 

peneliti menyadari bahwa masih terdapat beberapa 

keterbatasan dalam studi ini. Oleh karena itu, penelitian 

selanjutnya diharapkan dapat melakukan pengembangan 

lebih lanjut. Beberapa saran yang dapat diberikan antara 

lain sebagai berikut: 

1. Metode labeling yang digunakan dalam studi ini 

berbasis rating  yang memiliki keterbatasan dalam hal 

akurasi, karena tidak semua ulasan dengan rating 

tertentu mencerminkan sentimen yang sesuai. Pada 

penelitian selanjutnya perlu mengeksplorasi metode 

pelabelan otomatis berbasis text classification atau 

pendekatan leksikal untuk hasil yang lebih akurat. 
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2. Melakukan custom hyperparameter tuning untuk 

mengoptimalkan performa model. Pendekatan seperti 

Grid Search dapat digunakan untuk mencari kombinasi 

parameter terbaik, sehingga hasil klasifikasi menjadi 

lebih akurat. 
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